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The object of this paper is to investigate a criterion of the probability on any theory of an observed system of errors, and to apply it to the determination of goodness of fit in the case of frequency curves.

(1) Preliminary Proposition. Let $x_1, x_2, \ldots, x_n$ be a system of deviations from the means of $n$ variables with standard deviations $\sigma_1, \sigma_2, \ldots, \sigma_n$ and with correlations $r_{12}, r_{13}, r_{23}, \ldots, r_{n-1,n}$.

Then the frequency surface is given by

$$Z = Z_0 e^{-Z}$$

where $R$ is the determinant

$$R = \begin{vmatrix}
1 & r_{12} & r_{13} & \cdots & r_{1n} \\
r_{21} & 1 & r_{23} & \cdots & r_{2n} \\
r_{31} & r_{32} & 1 & \cdots & r_{3n} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
r_{n1} & r_{n2} & r_{n3} & \cdots & 1
\end{vmatrix}$$

and $R_{pp}, R_{pq}$ the minors obtained by striking out the $p$th row and $p$th column, and the $p$th row and $q$th column. $S_1$ is the sum for every value of $p$, and $S_2$ for every pair of values of $p$ and $q$.

Now let

$$\chi^2 = S_1 \left( \frac{R_{pp} x_p^2}{\sigma_p^2} \right) + 2S_2 \left( \frac{R_{pq} x_p x_q}{\sigma_p \sigma_q} \right) \ldots \ldots \ldots$$

Then: $\chi^2 = \text{constant}$, is the equation to a generalized "ellipsoid," all over the surface of which the frequency of the system of errors or deviations $x_1, x_2, \ldots, x_n$ is constant. The values which $\chi$ must be given to cover the whole of space are from 0 to $\infty$. Now suppose the "ellipsoid" referred to its principal axes, and then by squeezing reduced to a sphere, $X_1, X_2, \ldots, X$ being now the coordinates; then the chances of a system of errors with as great or greater frequency than
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the numerator being an \( n \)-fold integral from the ellipsoid \( \chi \) to
the ellipsoid \( \infty \), and the denominator an \( n \)-fold integral
from the ellipsoid 0 to the ellipsoid \( \infty \). A common constant
factor divides out. Now suppose a transformation of coordi-
nates to generalized polar coordinates, in which \( \chi \) may be
treated as the ray, then the numerator and denominator will
have common integral factors really representing the genera-
lized "solid angles" and having identical limits. Thus we
shall reduce our result to

\[
P = \int_0^\infty \frac{e^{-\frac{x^2}{2}} x^{\frac{n-1}{2}}}{x^{\frac{n-1}{2}} d\chi} \quad \ldots \quad (iii.)
\]

This is the measure of the probability of a complex system
of \( n \) errors occurring with a frequency as great or greater
than that of the observed system.

(2) So soon as we know the observed deviations and the
probable errors (or \( \sigma \)'s) and correlations of errors in any
case we can find \( \chi \) from (iiz), and then an evaluation of (iii.)
gives us what appears to be a fairly reasonable criterion of the
probability of such an error occurring on a random selection
being made.

For the special purpose we have in view, let us evaluate the
numerator of \( P \) by integrating by parts; we find

\[
\int_{\chi}^\infty e^{-\frac{x^2}{2}} x^{n-1} d\chi = \left[ \chi^{n-2} + (n-2)\chi^{n-4} + (n-2)(n-4)\chi^{n-6} + \ldots + (n-2)(n-4)(n-6) \ldots (n-2r-2)\chi^{n-2r} \right] e^{-\frac{x^2}{2}}
\]

\[
+ (n-2)(n-4)(n-6) \ldots (n-2r) \int_{\chi}^\infty e^{-\frac{x^2}{2}} x^{n-2r-1} d\chi
\]

\[
= (n-2)(n-4)(n-6) \ldots (n-2r) \left[ \int_{\chi}^\infty e^{-\frac{x^2}{2}} x^{n-2r-1} d\chi \right] + e^{-\frac{x^2}{2}} \left\{ \frac{\chi^{n-2r}}{n-2r} + \frac{\chi^{n-2r+2}}{(n-2r)(n-2r+2)} + \frac{\chi^{n-2r+4}}{(n-2r)(n-2r+2)(n-2r+4)} + \ldots + \frac{\chi^{n-2}}{(n-2r)(n-2r+2) \ldots (n-2)} \right\}.
\]
Further,
\[ \int_0^{\infty} e^{-i\chi^2} \chi^{n-1} d\chi = (n-2)(n-4)(n-6) \ldots (n-2r) \int_0^{\infty} e^{-i\chi^2} \chi^{n-2r-1} d\chi. \]

Now \( n \) will either be even or odd, or if \( n \) be indefinitely great we may take it practically either.

**Case (i.)** \( n \) odd. Take \( r = \frac{n-1}{2} \). Hence

\[ P = \sqrt{\frac{2}{\pi}} \int e^{-i\chi^2} d\chi + e^{-i\chi^2} \left\{ \frac{\chi^3}{1 \cdot 3} + \frac{\chi^5}{1 \cdot 3 \cdot 5} + \ldots + \frac{\chi^{n-2}}{1 \cdot 3 \cdot 5 \ldots n-2} \right\} \int_0^{\infty} e^{-i\chi^2} d\chi \ldots \quad (iv.) \]

But
\[ \int_0^{\infty} e^{-i\chi^2} d\chi = \sqrt{\frac{\pi}{2}}. \]

Thus
\[ P = \sqrt{\frac{2}{\pi}} \int e^{-i\chi^2} d\chi + \sqrt{\frac{2}{\pi}} e^{-i\chi^2} \left( \frac{\chi^3}{1 \cdot 3} + \frac{\chi^5}{1 \cdot 3 \cdot 5} + \ldots + \frac{\chi^{n-2}}{1 \cdot 3 \cdot 5 \ldots n-2} \right). \quad (v.) \]

As soon as \( \chi \) is known this can be at once evaluated.

**Case (ii.)** \( n \) even. Take \( r = \frac{n-2}{2} \). Hence

\[ P = \sqrt{\frac{2}{\pi}} \int e^{-i\chi^2} d\chi + e^{-i\chi^2} \left\{ \frac{\chi^4}{2 \cdot 4} + \frac{\chi^6}{2 \cdot 4 \cdot 6} + \ldots + \frac{\chi^{n-2}}{2 \cdot 4 \cdot 6 \ldots n-2} \right\} \int_0^{\infty} e^{-i\chi^2} d\chi \]

\[ = e^{-i\chi^2} \left( 1 + \frac{\chi^2}{2} + \frac{\chi^4}{2 \cdot 4} + \frac{\chi^6}{2 \cdot 4 \cdot 6} + \ldots + \frac{\chi^{n-2}}{2 \cdot 4 \cdot 6 \ldots n-2} \right). \quad (vi.) \]

The series (v.) and (vi.) both admit of fairly easy calculation, and give sensibly the same results if \( n \) be even moderately large. If we put \( P = \frac{1}{2} \) in (v.) and (vi.) we have equations to determine \( \chi = \chi_0 \), the value giving the "probability ellipsoid." This ellipsoid has already been considered by Bertrand for \( n = 2 \) (probability ellipse) and Czuber for \( n = 3 \). The table which concludes this paper gives the values of \( P \) for a series of values of \( \chi^2 \) in a slightly different case. We can, however, adopt it for general purposes, when we only want a rough approximation to the probability or improbability of a given system of deviations. Suppose we
have \( n \) correlated variables and we desire to ascertain whether an outlying observed set is really anomalous. Then we calculate \( \chi^2 \) from \((ii.)\); next we take \( n' = n + 1 \) to enter our table, i.e., if we have 7 correlated quantities we should look in the column marked 8. The row \( \chi^2 \) and the column \( n + 1 \) will give the value of \( P \), the probability of a system of deviations as great or greater than the outlier in question. For many practical purposes, the rough interpolation which this table affords will enable us to ascertain the general order of probability or improbability of the observed result, and this is usually what we want.

If \( n \) be very large, we have for the series in \((v.)\) the value

\[
e^{\frac{1}{2}x^2} \int_0^\infty e^{-\frac{1}{2}x^2} d\chi^2,
\]

and accordingly

\[
P = \sqrt{\frac{2}{\pi}} \int_0^\infty e^{-\frac{1}{2}x^2} d\chi^2 = 1.
\]

Again, the series in \((vi.)\) for \( n \) very large becomes \( e^{\frac{1}{2}x^2} \), and thus again \( P = 1 \). These results show that if we have only an indefinite number of groups, each of indefinitely small range, it is practically certain that a system of errors as large or larger than that defined by any value of \( \chi \) will appear.

Thus, if we take a very great number of groups our test becomes illusory. We must confine our attention in calculating \( P \) to a finite number of groups, and this is undoubtedly what happens in actual statistics. \( n \) will rarely exceed 30, often not be greater than 12.

(3) Now let us apply the above results to the problem of the fit of an observed to a theoretical frequency distribution. Let there be an \((n + 1)\)-fold grouping, and let the observed frequencies of the groups be

\[m'_1, m'_2, m'_3, \ldots, m'_n, m'_{n+1},\]

and the theoretical frequencies supposed known \textit{a priori} be

\[m_1, m_2, m_3, \ldots, m_n, m_{n+1};\]

then \( S(m) = S(m') = N = \text{total frequency} \).

Further, if \( e = m' - m \) give the error, we have

\[e_1 + e_2 + e_3 + \ldots + e_{n+1} = 0.
\]

Hence only \( n \) of the \( n + 1 \) errors are variables; the \( n + 1 \)th is

\* Write the series as \( F \), then we easily find \( dF/d\chi = 1 + xF \), whence by integration the above result follows. Geometrically, \( P = 1 \) means that if \( n \) be indefinitely large, the \( n \)th moment of the tail of the normal curve is equal to the \( n \)th moment of the whole curve, however much or however little we cut off as "tail."
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determined when the first \( n \) are known, and in using formula (ii.) we treat only of \( n \) variables. Now the standard deviation for the random variation of \( \epsilon_p \) is

\[
\sigma_p = \sqrt{\frac{N}{N} \left(1 - \frac{m_p}{N} \right) \frac{m_p}{N}}, \quad \ldots \quad (vii.)
\]

and if \( r_{pq} \) be the correlation of random error \( \epsilon_p \) and \( \epsilon_q \),

\[
\sigma_p \sigma_q r_{pq} = -\frac{m_p m_q}{N}, \quad \ldots \quad (viii.)
\]

Now let us write \( \frac{m_q}{N} = \sin^2 \beta_q \), where \( \beta_q \) is an auxiliary angle easily found. Then we have

\[
\sigma_q = \sqrt{\frac{N}{N}} \sin \beta_q \cos \beta_q, \quad \ldots \quad (ix.)
\]

\[
r_{pq} = -\tan \beta_q \tan \beta_p, \quad \ldots \quad (x.)
\]

We have from the value of \( \mathbf{R} \) in § 1

\[
\mathbf{R} = \begin{bmatrix}
1 & -\tan \beta_2 \tan \beta_1 & -\tan \beta_3 \tan \beta_1 \ldots & -\tan \beta_n \tan \beta_1 \\
-\tan \beta_1 \tan \beta_2 & 1 & -\tan \beta_3 \tan \beta_2 \ldots & -\tan \beta_n \tan \beta_2 \\
-\tan \beta_1 \tan \beta_3 & -\tan \beta_2 \tan \beta_3 & 1 & \ldots & -\tan \beta_n \tan \beta_2 \\
& & & & \ddots
\end{bmatrix}
\]

\[
= (-1)^n \tan^2 \beta_1 \tan^2 \beta_2 \tan^2 \beta_3 \ldots \tan^2 \beta_n \times \begin{bmatrix}
-\cot^2 \beta_1 & 1 & 1 & \ldots & 1 \\
1 & -\cot^2 \beta_2 & 1 & \ldots & 1 \\
1 & 1 & -\cot^2 \beta_3 & \ldots & 1 \\
& & & \ddots & \ddots
\end{bmatrix}
\]

\[
= \tan^2 \beta_1 \tan^2 \beta_2 \tan^2 \beta_3 \ldots \tan^2 \beta_n \times \mathbf{J}, \text{ say.}
\]

Similarly,

\[
\mathbf{R}_{11} = (-1)^{n-1} \tan^2 \beta_2 \tan^2 \beta_3 \ldots \ldots \tan^2 \beta_n \times \mathbf{J}_{11},
\]

\[
\mathbf{R}_{12} = (-1)^{n-1} \tan \beta_1 \tan \beta_2 \tan^2 \beta_3 \ldots \tan^2 \beta_n \times \mathbf{J}_{12}.
\]

Hence the problem reduces to the evaluation of the determinant $J$ and its minors.

If we write

$$\eta_q = \cot^2 \beta_q = \frac{N}{m_q} - 1 \ldots$$  \hspace{1cm} (xi.)

$$J = \begin{vmatrix} -\eta_1 & 1 & 1 & \ldots & 1 \\ 1 & -\eta_2 & 1 & \ldots & 1 \\ 1 & 1 & -\eta_3 & \ldots & 1 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 1 & 1 & 1 & \ldots & -\eta_n \end{vmatrix}$$

Clearly,

$$J_{12} = \begin{vmatrix} 1 & 1 & 1 & \ldots & 1 \\ 1 & -\eta_2 & 1 & \ldots & 1 \\ 1 & 1 & -\eta_3 & \ldots & 1 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 1 & 1 & 1 & \ldots & -\eta_n \end{vmatrix} = (-1)^{n-1} (\eta_2 + 1)(\eta_3 + 1) \ldots (\eta_n + 1).$$

Generally, if $\lambda = (\eta_1 + 1)(\eta_2 + 1)(\eta_3 + 1) \ldots (\eta_n + 1)$,

$$J_{pq} = (-1)^{n-1} \frac{\lambda}{(\eta_p + 1)(\eta_q + 1)}. \hspace{1cm} \text{(xii.)}$$

But $J_{11} - \eta_2 J_{12} + J_{13} + J_{14} + \ldots + J_{1n} = 0$.

Hence

$$J_{11} = (1 + \eta_2)J_{12} - J_{13} - J_{14} - \ldots - J_{1n}$$

$$= \frac{(-1)^{n-1}\lambda}{1 + \eta_1} \left( 1 - \frac{1}{1 + \eta_2} - \frac{1}{1 + \eta_3} - \frac{1}{1 + \eta_4} \ldots - \frac{1}{1 + \eta_n} \right).$$

Whence, comparing $J$ with $J_{11}$, it is clear that:

$$J = (-1)^{n\lambda} \left( 1 - \frac{1}{1 + \eta_1} - \frac{1}{1 + \eta_2} - \frac{1}{1 + \eta_3} - \frac{1}{1 + \eta_4} \ldots - \frac{1}{1 + \eta_n} \right).$$

Now

$$S \left( \frac{1}{1 + \eta} \right) = S \left( \frac{m}{N} \right), \text{ by (xi.)}, \frac{N - m_{n+1}}{N} = 1 - \frac{m_{n+1}}{N}.$$

Thus:

$$J = (-1)^{n\lambda} \frac{m_{n+1}}{N}.$$
Similarly:

\[ J_{pp} = (-1)^{n-1} \lambda \frac{m_p}{1 + \eta_p} \left( m_p + m_n \right). \]

Thus:

\[ \frac{R_{pp}}{R} = -\frac{J_{pp}}{J} \cot^2 \beta_p = \cot^2 \beta_p \frac{m_p}{N} \left( 1 + \frac{m_p}{m_n} \right); \]

or from (vii.)

\[ \frac{R_{pp}}{R} \frac{1}{\sigma_p^2} = \frac{1}{m_p} + \frac{1}{m_n} \ldots \ldots \ldots \text{(xiii.)} \]

Again:

\[ \frac{R_{pq}}{R} = -\cot \beta_p \cot \beta_q \frac{J_{pq}}{J} = \cot \beta_p \cot \beta_q \frac{m_p m_q}{N (m_n + 1)}. \]

and:

\[ \frac{R_{pq}}{R} \frac{1}{\sigma_p \sigma_q} = \frac{1}{m_n + 1} \ldots \ldots \text{(xiv.)} \]

Thus by (ii.):

\[ \chi^2 = S_1 \left\{ \left( \frac{1}{m_p} + \frac{1}{m_n} \right) \epsilon_p^2 \right\} + 2 S_2 \left\{ \frac{1}{m_n} \epsilon_p \epsilon_q \right\} \]

\[ = S_1 \left( \epsilon_p^2 \right) + \frac{1}{m_n} \left\{ S_1 (\epsilon_p) \right\}^2. \]

But

\[ S_1 (\epsilon_p^2) = -\epsilon_n^2, \]

hence:

\[ \chi^2 = S \left( \frac{\epsilon^2}{m} \right) \ldots \ldots \ldots \text{(xv.)} \]

where the summation is now to extend to all \((n+1)\) errors, and not merely to the first \(n\).

(4). This result is of very great simplicity, and very easily applicable. The quantity

\[ \chi = \sqrt{S \left( \frac{\epsilon^2}{m} \right)} \]

is a measure of the goodness of fit, and the stages of our
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(i.) Find $\chi$ from Equation (xv.):

(ii.) If the number of errors, $n'=n+1$, be odd, find the improbability of the system observed from

$$P = e^{-\chi^2}(1 + \frac{\chi^2}{2} + \frac{\chi^4}{2 \cdot 4} + \frac{\chi^6}{2 \cdot 4 \cdot 6} + \ldots + \frac{\chi^{n'-3}}{2 \cdot 4 \cdot 6 \ldots n' - 3}).$$

If the number of errors, $n'=n+1$, be even, find the probability of the system observed from

$$P = \sqrt{\frac{2}{\pi}} \int_{-\infty}^{\chi} e^{-\chi^2} d\chi + \sqrt{\frac{2}{\pi}} e^{-\chi^2}(\frac{\chi^4}{1 \cdot 3} + \frac{\chi^6}{1 \cdot 3 \cdot 5} + \ldots + \frac{\chi^{n'-3}}{1 \cdot 3 \cdot 5 \ldots n' - 3}).$$

(iii.) If $n$ be less than 13, then the Table at the end of this paper will often enable us to determine the general probability or improbability of the observed system without using these values for $P$ at all.

(5). Hitherto we have been considering cases in which the theoretical probability is known a priori. But in a great many cases this is not the fact; the theoretical distribution has to be judged from the sample itself. The question we wish to determine is whether the sample may be reasonably considered to represent a random system of deviations from the theoretical frequency distribution of the general population, but this distribution has to be inferred from the sample itself. Let us look at this somewhat more closely. If we have a fairly numerous series, and assume it to be really a random sample, then the theoretical number $m$ for the whole population falling into any group and the theoretical number $m_s$ as deduced from the data for the sample will only differ by terms of the order of the probable errors of the constants of the sample, and these probable errors will be small, as the sample is supposed to be fairly large. We may accordingly take:

$$m = m_s + \mu,$$

where the ratio of $\mu$ to $m_s$ will, as a rule, be small. It is only at the "tails" that $\mu/m_s$ may become more appreciable, but here the errors or deviations will be few or small.

* A theoretical probability curve without limited range will never at the extreme tails exactly fit observation. The difficulty is obvious where the observations go by units and the theory by fractions. We ought to take our final theoretical groups to cover as much of the tail area as amounts to at least a unit of frequency in such cases.
Now let $\chi_s$ be the value found for the sample, and $\chi$ the value required marking the system of deviations of the observed quantities from a group-system of the same number accurately representing the general population.

Then:

$$\chi^2 = S \left\{ \frac{(m'-m_s)^2}{m_s} \right\} = S \left\{ \frac{(m'-m_s-\mu)^2}{m_s+\mu} \right\}$$

$$= S \left\{ \frac{(m'-m_s)^2}{m_s} \right\} - S \left\{ \frac{\mu (m'^2-m_s^2)}{m_s} \right\} + S \left\{ \left( \frac{\mu}{m_s} \right)^2 \frac{m'^2}{m_s} \right\},$$

if we neglect terms of the order $(\mu/m_s)^3$.

Hence:

$$\chi^2 - \chi_s^2 = -S \left\{ \frac{\mu}{m_s} \frac{m'^2-m_s^2}{m_s} \right\} + S \left\{ \left( \frac{\mu}{m_s} \right)^2 \frac{m'^2}{m_s} \right\}.$$
ment as to goodness of fit will be based on the general order of magnitude of the probability $P$, and not on slight differences in its value. Hence, if we reject the series as a random variation from the frequency distribution determined from the sample, we must also reject it as a random variation from a theoretical frequency distribution differing by quantities of the order of the probable errors of the constants from the sample theoretical distribution. On the other hand, if we accept it as a random deviation from the sample theoretical distribution, we may accept it as a random variation from a system differing by quantities of the order of the probable errors of the constants from this distribution.

Thus I think we can conclude, when we are dealing with a sufficiently long series to give small probable errors to the constants of the series, that:

(i.) If $\chi^2$ be so small as to warrant us in speaking of the distribution as a random variation on the frequency distribution determined from itself, then we may also speak of it as a random sample from a general population whose theoretical distribution differs only by quantities of the order of the probable errors of the constants, from the distribution deduced from the observed sample.

(ii.) If $\chi^2$ be so large as to make it impossible for us to regard the observed distribution as a sample from a general population following the law of distribution deduced from the sample itself, it will be impossible to consider it as a sample from any general population following a distribution differing only by quantities of the order of the probable errors of the sample distribution constants from that sample distribution.

In other words, if a curve is a good fit to a sample, to the same fineness of grouping it may be used to describe other samples from the same general population. If it is a bad fit, then this curve cannot serve to the same fineness of grouping to describe other samples from the same population.

We thus seem in a position to determine whether a given form of frequency curve will effectively describe the samples drawn from a given population to a certain degree of fineness of grouping.

If it serves to this degree, it will serve for all rougher groupings, but it does not follow that it will suffice for still finer groupings. Nor again does it appear to follow that if the number in the sample be largely increased the same curve will still be a good fit. Roughly the $\chi^2$'s of two samples appear to vary for the same grouping as their total contents. Hence if a curve be a good fit for a large sample it will be good for a small one, but the converse is not true, and a larger
sample may show that our theoretical frequency gives only an approximate law for samples of a certain size. In practice we must attempt to obtain a good fitting frequency for such groupings as are customary or useful. To ascertain the ultimate law of distribution of a population for any groupings, however small, seems a counsel of perfection.

(6) Frequency known or supposed known a priori.

Illustration I.

The following data are due to Professor W. F. R. Weldon, F.R.S., and give the observed frequency of dice with 5 or 6 points when a cast of twelve dice was made 26,306 times:

<table>
<thead>
<tr>
<th>No. of Dice in Cast with 5 or 6 Points</th>
<th>Observed Frequency, ( m' )</th>
<th>Theoretical Frequency, ( m )</th>
<th>Deviation, ( \epsilon )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>185</td>
<td>203</td>
<td>- 18</td>
</tr>
<tr>
<td>1</td>
<td>1149</td>
<td>1317</td>
<td>- 68</td>
</tr>
<tr>
<td>2</td>
<td>3285</td>
<td>3345</td>
<td>- 60</td>
</tr>
<tr>
<td>3</td>
<td>5475</td>
<td>5576</td>
<td>- 101</td>
</tr>
<tr>
<td>4</td>
<td>6114</td>
<td>6273</td>
<td>- 159</td>
</tr>
<tr>
<td>5</td>
<td>5194</td>
<td>5018</td>
<td>+ 173</td>
</tr>
<tr>
<td>6</td>
<td>3067</td>
<td>2927</td>
<td>+ 140</td>
</tr>
<tr>
<td>7</td>
<td>1351</td>
<td>1254</td>
<td>+ 77</td>
</tr>
<tr>
<td>8</td>
<td>403</td>
<td>392</td>
<td>+ 11</td>
</tr>
<tr>
<td>9</td>
<td>105</td>
<td>87</td>
<td>+ 18</td>
</tr>
<tr>
<td>10</td>
<td>14</td>
<td>13</td>
<td>+ 1</td>
</tr>
<tr>
<td>11</td>
<td>4</td>
<td>1</td>
<td>+ 3</td>
</tr>
<tr>
<td>12</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td>26306</td>
<td>26306</td>
<td></td>
</tr>
</tbody>
</table>

The results show a bias in the theoretical results, 5 and 6 points occurring more frequently than they should. Are the deviations such as to forbid us to suppose the results due to random selection? Is there in apparently true dice a real bias towards those faces with the maximum number of points appearing uppermost?

We have:

<table>
<thead>
<tr>
<th>Group.</th>
<th>( \epsilon^2 )</th>
<th>( \epsilon^2/m )</th>
<th>Group.</th>
<th>( \epsilon^2 )</th>
<th>( \epsilon^2/m )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>324</td>
<td>1.59606</td>
<td>7</td>
<td>5929</td>
<td>4.72807</td>
</tr>
<tr>
<td>1</td>
<td>4624</td>
<td>3.77951</td>
<td>8</td>
<td>121</td>
<td>0.36603</td>
</tr>
<tr>
<td>2</td>
<td>6400</td>
<td>1.91330</td>
<td>9</td>
<td>324</td>
<td>3.72414</td>
</tr>
<tr>
<td>3</td>
<td>10201</td>
<td>1.82945</td>
<td>10</td>
<td>1</td>
<td>0.07346</td>
</tr>
<tr>
<td>4</td>
<td>25281</td>
<td>4.03013</td>
<td>11</td>
<td>9</td>
<td>9.00000</td>
</tr>
<tr>
<td>5</td>
<td>30576</td>
<td>6.17208</td>
<td>12</td>
<td>0</td>
<td>0.00000</td>
</tr>
<tr>
<td>6</td>
<td>19900</td>
<td>6.60628</td>
<td>Total</td>
<td>...</td>
<td>43,87241</td>
</tr>
</tbody>
</table>
Hence $\chi^2=43.87241$ and $\chi=6.623.625$.

As there are 13 groups we have to find $P$ from the formula:

$$P=e^{-\lambda^2}\left(1+\frac{\chi^2}{2}+\frac{\chi^4}{2\cdot 4}+\frac{\chi^6}{2\cdot 4\cdot 6}+\frac{\chi^8}{2\cdot 4\cdot 6\cdot 8}+\frac{\chi^{10}}{2\cdot 4\cdot 6\cdot 8\cdot 10}\right),$$

which leads us to

$$P=0.00016,$$

or the odds are 62,499 to 1 against such a system of deviations on a random selection. With such odds it would be reasonable to conclude that dice exhibit bias towards the higher points.

**Illustration II.**

If we take the total number of fives and sixes thrown in the 26,306 casts of 12 dice, we find them to be 106,602 instead of the theoretical 105,224. Thus $\frac{106,602}{12 \times 26,306} = 3377$ nearly, instead of $\frac{5}{6}$.

Professor Weldon has suggested to me that we ought to take $26,306(\frac{3}{6}+\frac{1}{6})^{12}$ instead of the binomial $26,306(\frac{5}{6}+\frac{1}{6})^{12}$ to represent the theoretical distribution, the difference between $\frac{3}{6}$ and $\frac{1}{6}$ representing the bias of the dice. If this be done we find:

<table>
<thead>
<tr>
<th>Group</th>
<th>$m'$</th>
<th>$m$</th>
<th>$e$</th>
<th>$e/m.$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>185</td>
<td>187</td>
<td>-2</td>
<td>0.021,3904</td>
</tr>
<tr>
<td>1</td>
<td>1149</td>
<td>1146</td>
<td>+3</td>
<td>0.007,8534</td>
</tr>
<tr>
<td>2</td>
<td>3205</td>
<td>3215</td>
<td>+50</td>
<td>0.077,6060</td>
</tr>
<tr>
<td>3</td>
<td>5475</td>
<td>5465</td>
<td>+10</td>
<td>0.018,2983</td>
</tr>
<tr>
<td>4</td>
<td>6114</td>
<td>6269</td>
<td>-165</td>
<td>3.321,8945</td>
</tr>
<tr>
<td>5</td>
<td>5194</td>
<td>5115</td>
<td>+79</td>
<td>1.220,1342</td>
</tr>
<tr>
<td>6</td>
<td>3067</td>
<td>3043</td>
<td>+24</td>
<td>1.189,2969</td>
</tr>
<tr>
<td>7</td>
<td>1334</td>
<td>1350</td>
<td>+1</td>
<td>0.000,7519</td>
</tr>
<tr>
<td>8</td>
<td>403</td>
<td>424</td>
<td>-21</td>
<td>1.040,0948</td>
</tr>
<tr>
<td>9</td>
<td>105</td>
<td>96</td>
<td>+9</td>
<td>841,8094</td>
</tr>
<tr>
<td>10</td>
<td>14</td>
<td>15</td>
<td>-1</td>
<td>666,6667</td>
</tr>
<tr>
<td>11</td>
<td>4</td>
<td>1</td>
<td>+3</td>
<td>9</td>
</tr>
<tr>
<td>12</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Hence: $\chi^2=17,775,755$.

This gives us by the first formula in (ii.) of art. 4:

$$P=0.127;$$

or the odds are now only 8 to 1 against a system of deviations as improbable as or more improbable than this one. It may be said accordingly that the dice experiments of Professor Weldon are consistent with the chance of five or six points being thrown by a single die being $\frac{3}{6}$, but they are excessively
improbable, if the chance of all the faces is alike and equal to $1/6$th.

*Illustration III.*

In the case of runs of colour in the throws of the roulette-ball at Monte Carlo, I have shown* that the odds are at least 1000 millions to one against such a fortnight of runs as occurred in July 1892 being a random result of a true roulette. I now give $\chi^2$ for the data printed in the paper referred to, i.e.:

4274 Sets at Roulette.

<table>
<thead>
<tr>
<th>Runs ......</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>Over 12</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual ...</td>
<td>246</td>
<td>945</td>
<td>333</td>
<td>220</td>
<td>135</td>
<td>81</td>
<td>48</td>
<td>30</td>
<td>12</td>
<td>7</td>
<td>5</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Theory ...</td>
<td>213</td>
<td>106</td>
<td>534</td>
<td>267</td>
<td>134</td>
<td>67</td>
<td>33</td>
<td>17</td>
<td>8</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

From this we find $\chi^2=172.43$, and the improbability of a series as bad or worse than this is about $14.5/10^39$. From this it will be more than ever evident how little chance had to do with the results of the Monte Carlo roulette in July 1892.

(7) *Frequency of General Population not known a priori.*

*Illustration IV.*

In my memoir on skew-variation (Phil. Trans. vol. clxxxvi. p. 401) I have fitted the statistics for the frequency of petals in 222 buttercups with the skew-curve

$$y = 211225x^{322}(7.3253-x)^{3.142}.$$  

The possible range is from 5 to 11 petals, and the frequencies are:

<table>
<thead>
<tr>
<th>No. of Petals...</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observation ...</td>
<td>133</td>
<td>55</td>
<td>23</td>
<td>7</td>
<td>2</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Theory ..........</td>
<td>136.9</td>
<td>48.5</td>
<td>22.6</td>
<td>9.6</td>
<td>3.4</td>
<td>0.8</td>
<td>0.2</td>
</tr>
</tbody>
</table>

These lead to $\chi^2=4.885,528$; whence we find for the probability of a system of deviations as much or more removed

* 'The Chances of Death,' vol. i.: The Scientific Aspect of Monte Carlo Roulette, p. 54.
† Illustrations IV. and V. were taken quite at random from my available data. Other fits with skew-curves may give much worse results, others much better, for anything I can as yet say to the contrary.
Prof. Karl Pearson on Deviations from the
from the most probable

\[ P = 0.5586. \]

In 56 cases out of a hundred such trials we should on a random selection get more improbable results than we have done. Thus we may consider the fit remarkably good.

**Illustration V.**

The following table gives the frequencies observed in a system recorded by Thiele in his *Forelaesinger over almindelig Iagttagelseslaere*, 1889, together with the results obtained by fitting a curve of my Type 1. The rough values of the moments only were, however, used, and as well ordinates used measure areas:

<table>
<thead>
<tr>
<th>Groups</th>
<th>Observed ( m' )</th>
<th>Curve ( m_1 )</th>
<th>( e )</th>
<th>( e^2 )</th>
<th>( e^2/m )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0.18</td>
<td>-0.18</td>
<td>0.0324</td>
<td>0.18</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>0.68</td>
<td>-2.32</td>
<td>5.8824</td>
<td>7.9153</td>
</tr>
<tr>
<td>3</td>
<td>7</td>
<td>1.48</td>
<td>+6.48</td>
<td>41.9904</td>
<td>3.1150</td>
</tr>
<tr>
<td>4</td>
<td>35</td>
<td>4.19</td>
<td>+10.19</td>
<td>103.8381</td>
<td>2.977</td>
</tr>
<tr>
<td>5</td>
<td>101</td>
<td>7.36</td>
<td>-21.64</td>
<td>488.2806</td>
<td>5.9008</td>
</tr>
<tr>
<td>6</td>
<td>80</td>
<td>9.10</td>
<td>+7.10</td>
<td>50.4100</td>
<td>6.245</td>
</tr>
<tr>
<td>7</td>
<td>94</td>
<td>9.90</td>
<td>-3.10</td>
<td>9.6100</td>
<td>10.58</td>
</tr>
<tr>
<td>8</td>
<td>70</td>
<td>7.41</td>
<td>+4.41</td>
<td>5.9881</td>
<td>8.278</td>
</tr>
<tr>
<td>9</td>
<td>48</td>
<td>8.25</td>
<td>+2.25</td>
<td>5.0625</td>
<td>10.49</td>
</tr>
<tr>
<td>10</td>
<td>30</td>
<td>8.53</td>
<td>-1.47</td>
<td>2.4699</td>
<td>0.757</td>
</tr>
<tr>
<td>11</td>
<td>15</td>
<td>14.04</td>
<td>-0.06</td>
<td>0.0036</td>
<td>0.002</td>
</tr>
<tr>
<td>12</td>
<td>4</td>
<td>6.96</td>
<td>+2.96</td>
<td>8.7616</td>
<td>1.2523</td>
</tr>
<tr>
<td>13</td>
<td>5</td>
<td>2.88</td>
<td>-2.12</td>
<td>4.9944</td>
<td>1.5865</td>
</tr>
<tr>
<td>14</td>
<td>1</td>
<td>1.06</td>
<td>+0.06</td>
<td>0.0036</td>
<td>0.0035</td>
</tr>
<tr>
<td>15</td>
<td>0</td>
<td>0.34</td>
<td>+3.34</td>
<td>1.1536</td>
<td>3.400</td>
</tr>
<tr>
<td>16</td>
<td>0</td>
<td>0.10</td>
<td>+1.10</td>
<td>0.0622</td>
<td>0.060</td>
</tr>
<tr>
<td>17</td>
<td>0</td>
<td>0.00</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td>500</td>
<td>500.36*</td>
<td>+36</td>
<td>...</td>
<td>23.500</td>
</tr>
</tbody>
</table>

Thus gives \( \frac{1}{2} \chi^2 = 11.75 = \eta \), say.

Then

\[ P = e^{-\eta} \left( 1 + \frac{\eta}{1} + \frac{\eta^2}{2} + \frac{\eta^3}{3} + \frac{\eta^4}{4} + \frac{\eta^5}{5} + \frac{\eta^6}{6} + \frac{\eta^7}{7} \right). \]

Substituting and working out we find

\[ P = 0.101 = 1, \text{ say.} \]

Or, in one out of every ten trials we should expect to differ from the frequencies given by the curve by a set of deviations as improbable or more improbable. Considering that we should get a better fit of our observed and calculated frequencies by (i.) reducing the moments, and (ii.) actually

* Due to taking ordinates for areas and fewer figures than were really required in the calculations.
calculating the areas of the curve instead of using its ordinates, I think we may consider it not very improbable that the observed frequencies are compatible with a random sampling from a population described by the skew-curve of Type I.

Illustration VI.

In the current text-books of the theory of errors it is customary to give various series of actual errors of observation, to compare them with theory by means of a table of distribution based on the normal curve, or graphically by means of a plotted frequency diagram, and on the basis of these comparisons to assert that an experimental foundation has been established for the normal law of errors. Now this procedure is of peculiar interest. The works referred to generally give elaborate analytical proofs that the normal law of errors is the law of nature—proofs in which there is often a difficulty (owing to the complexity of the analysis and the nature of the approximations made) in seeing exactly what assumptions have been really made. The authors usually feel uneasy about this process of deducing a law of nature from Taylor's Theorem and a few more or less ill-defined assumptions; and having deduced the normal curve of errors, they give as a rule some meagre data of how it fits actual observation. But the comparison of observation and theory in general amounts to a remark—based on no quantitative criterion—of how well theory and practice really do fit! Perhaps the greatest defaulter in this respect is the late Sir George Biddell Airy in his text-book on the 'Theory of Errors of Observation.' In an Appendix he gives what he terms a 'Practical Verification of the Theoretical Law for the Frequency of Errors.'

Now that Appendix really tells us absolutely nothing as to the goodness of fit of his 636 observations of the N.P.D. of Polaris to a normal curve. For, if we first take on faith what he says, namely, that positive and negative errors may be clubbed together, we still find that he has thrice smoothed his observation frequency distribution before he allows us to examine it. It is accordingly impossible to say whether it really does or does not represent a random set of deviations from a normal frequency curve. All we can deal with is the table he gives of observed and theoretical errors and his diagram of the two curves. These, of course, are not his proper data at all: it is impossible to estimate how far his three smoothings counterbalance or not his multiplication of errors by eight. But as I understand Sir George Airy, he would have considered such a system of errors as he gives on his p. 117 or in his diagram on p. 118 to be sufficiently represented by a normal curve. Now I have investigated his 37 groups of errors, observational
and theoretical. In order to avoid so many different groups, I have tabulated his groups in '10th units, and so reduced them to 21. From these 21 groups I have found $\chi^2$ by the method of this paper. By this reduction of groups I have given Sir George Airy's curve even a better chance than it has, as it stands. Yet what do we find? Why, 

$$\chi^2 = 35.2872.$$ 

Or, using the approximate equation, 

$$P = 0.01423.$$ 

That is to say, only in one occasion out of 71 repetitions of such a set of observations on Polaris could we have expected to find a system of errors deviating as widely as this set (or more widely than this set) from the normal distribution. Yet Sir George Airy takes a set of observations, the odds against which being a random variation from the normal distribution are 70 to 1, to prove to us that the normal distribution applies to errors of observation. Nay, further, he cites this very improbable result as an experimental confirmation of the whole theory! "It is evident," he writes, "that the formula represents with all practicable accuracy the observed Frequency of Errors, upon which all the applications of the Theory of Probabilities are founded: and the validity of every investigation in this Treatise is thereby established."

Such a passage demonstrates how healthy is the spirit of scepticism in all inquiries concerning the accordance of theory and nature.

Illustration VII.

It is desirable to illustrate such results a second time. Professor Merriman in his treatise on Least Squares * starts in the right manner, not with theory, but with actual experience, and then from his data deduces three axioms. From these axioms he obtains by analysis the normal curve as the theoretical result. But if these axioms be true, his data can only differ from the normal law of frequency by a system of deviations such as would reasonably arise if a random selection were made from material actually obeying the normal law. Now Professor Merriman puts in the place of honour 1000 shots fired at a line on a target in practice for the U.S. Government, the deviations being grouped according to the belts struck, the belts were drawn on the target of equal breadth and parallel to the line. The following table gives the distribution of hits and the theoretical frequency-

Probable in a Correlated System of Variables.

distribution calculated from tables of the area of the normal curve.*.

<table>
<thead>
<tr>
<th>Belt.</th>
<th>Observed Frequency</th>
<th>Normal Distribution</th>
<th>$e.$</th>
<th>$e^2/m$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>6</td>
<td>-2</td>
<td>6.667</td>
</tr>
<tr>
<td>3</td>
<td>10</td>
<td>27</td>
<td>-17</td>
<td>19.704</td>
</tr>
<tr>
<td>4</td>
<td>89</td>
<td>67</td>
<td>+22</td>
<td>72.24</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>162</td>
<td>+28</td>
<td>48.39</td>
</tr>
<tr>
<td>6</td>
<td>212</td>
<td>212</td>
<td>-30</td>
<td>9.19</td>
</tr>
<tr>
<td>7</td>
<td>284</td>
<td>240</td>
<td>-38</td>
<td>5.40</td>
</tr>
<tr>
<td>8</td>
<td>108</td>
<td>157</td>
<td>+36</td>
<td>8.255</td>
</tr>
<tr>
<td>9</td>
<td>79</td>
<td>70</td>
<td>+9</td>
<td>8.157</td>
</tr>
<tr>
<td>10</td>
<td>16</td>
<td>26</td>
<td>-10</td>
<td>8.46</td>
</tr>
<tr>
<td>11</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>1000</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Hence we deduce: $P = 0.000,00155.$

In other words, if shots are distributed on a target according to the normal law, then such a distribution as that cited by Mr. Merriman could only be expected to occur, on an average, some 15 or 16 times in 10,000,000 trials. Now surely it is very unfortunate to cite such an illustration as the foundation of those axioms from which the normal curve must flow! For if the normal curve flows from the axioms, then the data ought to be a probable system of deviations from the normal curve. But this they certainly are not. Now it appears to me that, if the earlier writers on probability had not proceeded so entirely from the mathematical standpoint, but had endeavour first to classify experience in deviations from the average, and then to obtain some measure of the actual goodness of fit provided by the normal curve, that curve would never have obtained its present position in the theory of errors. Even today there are those who regard it as a sort of fetish; and while admitting it to be at fault as a means of generally describing the distribution of variation of a quantity $x$ from its mean, assert that there must be some unknown quantity $z$ of which $x$ is an unknown function, and that $z$ really obeys the normal law! This might be reasonable if there were but few exceptions to this universal law of error; but the difficulty is to find even the few variables which obey it, and these few are not those usually cited as illustrations by the writers on the subject!

* I owe the work of this illustration to the kindness of Mr. W. R. Macdonell, M.A., LL.D.
On Deviations from the Probable.

Illustration VIII.

The reader may ask: Is it not possible to find material which obeys within probable limits the normal law? I reply, yes; but this law is not a universal law of nature. We must hunt for cases. Out of three series of personal equations, I could only find one which approximated to the normal law. I took 500 lengths and bisected them with my pencil at sight. Without entering at length into experiments, destined for publication on another occasion, I merely give the observed and normal distribution of my own errors in 20 groups.

<table>
<thead>
<tr>
<th>Group</th>
<th>Observation</th>
<th>Theory</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>2.3</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>3.4</td>
</tr>
<tr>
<td>3</td>
<td>11</td>
<td>6.9</td>
</tr>
<tr>
<td>4</td>
<td>14.5</td>
<td>13.1</td>
</tr>
<tr>
<td>5</td>
<td>21.5</td>
<td>22.2</td>
</tr>
<tr>
<td>6</td>
<td>30</td>
<td>33.6</td>
</tr>
<tr>
<td>7</td>
<td>47</td>
<td>47.5</td>
</tr>
<tr>
<td>8</td>
<td>51.5</td>
<td>57.8</td>
</tr>
<tr>
<td>9</td>
<td>72</td>
<td>69.2</td>
</tr>
<tr>
<td>10</td>
<td>65.5</td>
<td>62.7</td>
</tr>
<tr>
<td>11</td>
<td>53</td>
<td>57.0</td>
</tr>
<tr>
<td>12</td>
<td>50.5</td>
<td>47.1</td>
</tr>
<tr>
<td>13</td>
<td>28.5</td>
<td>34.0</td>
</tr>
<tr>
<td>14</td>
<td>27</td>
<td>22.7</td>
</tr>
<tr>
<td>15</td>
<td>13.5</td>
<td>13.5</td>
</tr>
<tr>
<td>16</td>
<td>7.5</td>
<td>7.0</td>
</tr>
<tr>
<td>17</td>
<td>0</td>
<td>3.5</td>
</tr>
<tr>
<td>18</td>
<td>1</td>
<td>1.6</td>
</tr>
<tr>
<td>19</td>
<td>0</td>
<td>0.8</td>
</tr>
<tr>
<td>20</td>
<td>2</td>
<td>3.3</td>
</tr>
</tbody>
</table>

Calculating $\chi^2$ in the manner already sufficiently indicated in this paper, we find

$$\chi^2 = 22.0422$$

We must now use the more complex integral formula for $P$, and we find

$$P = 0.2817.$$ 

Or, in every three to four random selections, we should expect one with a system of deviations from the normal curve greater than that actually observed.

I think, then, we may conclude that my errors of judgment in bisecting straight lines may be fairly represented by a normal distribution. It is noteworthy, however, that I found other observers' errors in judgment of the same series of lines were distinctly skew.

(8) We can only conclude from the investigations here considered that the normal curve possesses no special fitness for describing errors or deviations such as arise either in observing practice or in nature. We want a more general theoretical frequency, and the fitness of any such to describe a given series can be investigated by aid of the criterion discussed in this paper. For the general appreciation of the probability of the occurrence of a system of deviations defined by $\chi^2$ (or any greater value), the accompanying table has been calculated, which will serve to give that probability closely enough for many practical judgments, without the calculations required by using the formulae of art. 4.
Table of values of \( P \) for values of \( \chi^2 \) and \( n' \); \( \chi^2 \) from 1 to 70, \( n' \) from 3 to 20 *

<table>
<thead>
<tr>
<th>( n' )</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>18</th>
<th>19</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.05</td>
<td>0.025</td>
<td>0.005</td>
<td>0.001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
</tr>
<tr>
<td>( \chi^2 )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* I have to thank Miss Alice Lee, D.Sc., for help in the calculation of part of this table. The certainty, i.e. the 1 in columns 16 to 20, denotes, of course, something greater than 0.999,9995, i.e. unity to six figures.