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Prologue

Everyone Else

IN 2017, AMAZON—ONE OF THE MOST PROMINENT TECH COMPANIES IN THE

WORLD—announced it intended to build a second headquarters-type
operation somewhere in North America. Amazon stated that HQ2 would
hire, over ten to fifteen years, as many as fifty thousand employees, with
“average annual total compensation” over $100,000. The company
launched a public competition and gave localities just six weeks to submit
bids, a very short deadline. The response was impressive: 238 cities and
regions threw their hats into the ring, representing forty-three states, Puerto
Rico, and the District of Columbia.

These bids reportedly included generous inducements to Amazon,
including billions of dollars in tax benefits, infrastructure improvements,
real estate deals, and other inducements.1 There are obvious major risks
involved in making expensive commitments to any firm in a fast-changing
industry, as it is hard to know who will be a large successful employer in a
decade. A major investment by a company like Amazon is also not an
unmixed blessing; if it drives up real estate prices and rents while
undermining local public finances, it can actually worsen outcomes for
some residents.

Why are so many local political and business leaders desperate to
attract this number of jobs when, supposedly, the American economy is
doing so well? After all, according to the White House and the Federal
Reserve, the economy is close to full employment, which is officially
defined as meaning that everyone who wants a job now has a job, and
wages are increasing. The president of the United States describes recent
economic growth as “amazing,” argues that recent performance is “very
sustainable,” and emphasizes, “Everywhere we look, we are seeing the
effects of the American economic miracle.”2

Unfortunately, these headline numbers are deeply misleading. People in



many parts of the country feel they have been—or soon will be—left
behind by the growing importance of technology in our economy. Millions
of good jobs have been lost to automation in recent decades, particularly in
manufacturing. Yes, the service sector has expanded, but too many of the
new jobs pay low wages that make it difficult for families to survive, let
alone prosper. The low official unemployment rate also hides the fact that
many discouraged workers have given up entirely on looking for work and
are therefore not included in the statistics.

As our economy recovered from the financial crisis of 2008, some
places and some people forged ahead. But many more places—meaning a
large number of people—feel increasingly frustrated. This frustration felt
by millions of Americans is legitimate and reflects the decades-long failure
of policy, from both Democratic and Republican administrations, to create
the conditions that foster sufficiently rapid and shared economic growth.

Disappointment with national-level policies naturally leads to local
initiatives—sometimes with support across the political spectrum—that
include trying to win Amazon’s HQ2. While these local efforts have
positive dimensions, they can also lead to a race to the bottom that reduces
local revenue and makes it harder to maintain public infrastructure,
including schools. America’s communities are increasingly trapped
between fear of missing out on the next generation of good jobs and
undermining the essential public services that make them safe and
attractive places to live.

It does not have to be this way. Our book is intended for everyone who
is tired of the old rhetoric and willing to try something different. We aim
to tap into today’s local energy for sharing economic prosperity, by
proposing an update and (we hope) an improvement on the national-level
policies that promoted economic growth just a few decades ago.

The United States of America has always been defined by the notion of
forward progress. For a long time, the engine that drove this technological
and economic progress was simple: innovation, through which new ideas
become commercial products.

American innovation led the way in the nineteenth century for
railroads, steel, automobiles, electricity, and radio. In the twentieth
century, as science advanced, the United States strengthened its technical
leadership: atomic power, digital computers, jet planes, microelectronics,
and satellites. From 1940 through to the 1970s, it is hard to think of any
significant area of rapid technological change in which the United States



did not play a formative role.
During the post–World War II boom years, a broad cross section of

Americans shared in the rewards that come with being first to market with
new ideas. Across almost all groups and almost all locales, people
experienced higher incomes, improved standards of living, better health,
and more opportunities for their children. The United States became one of
the most dynamic nations on earth, and to a substantial and unprecedented
degree, much of the newly created wealth was shared around the country.

This American engine of progress and prosperity is now in serious
trouble. Job-creating innovation has slowed, resulting in a stalled standard
of living for the middle class. Rewards from the remaining advances have
become increasingly concentrated in the hands of a small number of
people living in a few big cities. What went wrong?

The private sector has always been, and will remain, key to American
prosperity. However, the major—and now mostly forgotten—lesson of the
post-1945 period is that modern private enterprise proves much more
effective when government provides strong underlying support for basic
and applied science and for the commercialization of the resulting
innovations.

Why is government financing of research and development so
important? Because firms are interested in innovation only to the extent
that it improves their own bottom line—and not if it benefits others.
“Spillovers” from innovation are incredibly important, creating the basic
scientific knowledge and also many of the more applied ideas that power
further innovation and create jobs in all corners of the economy. But they
are limited by private companies’ unwillingness to invest when they do not
receive the full or sufficient benefits from that investment. Meanwhile,
financiers who support start-ups are, understandably, reluctant to take risks
on large, expensive investments with potentially distant payoffs—despite
the fact that such investments help create the high-value-added jobs of the
future.

The innovation that led to rapid growth after World War II was the
direct result of a fruitful partnership between the private sector, federal
government, and universities that allowed us to generate and capture these
spillovers as a country. Almost every major innovation in this era relied in
an important way on federal government support along the chain of its
development. This support was provided by both Democratic and
Republican administrations.



Unfortunately, since the late 1960s, the federal government has
retreated from this leadership role because of a combination of concerns—
from both the Right and the Left—including about short-term budget math
and the proper role of science in society. Predictably, this retreat has
coincided with a slowdown in the productivity growth that powered the
postwar United States economy and boosted living standards across all
income groups.

On its current course, America seems unlikely to continue its
dominance of invention. Intensely innovative competitors are gaining
strength around the world, in large part because other nations are doing a
better job of reading American history. Government-financed research
initiatives in other nations, including China, are helping to create the
technologies of tomorrow, along with the associated well-paid jobs.

America can regain the path to good jobs through innovation. In fact,
we are uniquely positioned to update and apply our previous winning
formula. We have the best universities in the world, along with
entrepreneurs and investors who are eager to partner—as well as thousands
of creative students, US born and immigrant, who want to build good
companies. The American economic environment for technology
entrepreneurs is good. What is missing?

All we need, in our view, is a more strategic view regarding how
government can expand on its role as a catalyst for private enterprise. The
post-1945 years, with tweaks to reflect modern realities, show us how this
can be done.

But the politics of recent decades teach us another lesson—the benefits
must be shared more widely across society. There are many geographic
areas with the potential for innovative success, with resources ranging
from strong educational institutions to entrepreneurial residents. A serious
plan to jump-start the American growth engine must focus on all these
places of opportunity.

In early November 2018, Amazon announced its much-awaited HQ2
decision. The projected jobs will be split between two locations: Crystal
City (now rebranded as National Landing), part of Arlington, in Northern
Virginia, across the Potomac River from Washington, DC; and Long
Island City, in the borough of Queens, across the East River from
Manhattan, New York City. In other words, the “winners” are two of the
most economically successful regions of recent decades and places that
both already have plenty of good jobs. The potential for Amazon to



transform lagging communities remains unfulfilled.3
The lesson from the HQ2 bidding experience is clear. Established big

tech companies, left to their own devices, will bring a significant number
of good jobs—along with congestion, high house prices, and perhaps even
more inequality—to a small set of already successful cities, most of which
are located on the East or West Coast.

This book is for everyone else.



Introduction:

Endless Invention

A nation which depends upon others for its new basic scientific knowledge will
be slow in its industrial progress and weak in its competitive position in world
trade, regardless of its mechanical skill.

—Vannevar Bush, head of the US World War II scientific effort1

IN JUNE 1940, THE FUTURE OF THE WORLD HUNG IN THE BALANCE.

GERMANY HAD ATTACKED THE Netherlands, Belgium, and France just over a
month earlier, and the Nazi victories were nothing short of stunning. Using
military technology in new and inventive ways, the Germans demonstrated
a form of warfare that combined quick movement, powerful weaponry,
and dominance of the air. On paper, and according to conventional
thinking, the combined British and French forces should have been able to
stop the German advance, but within six weeks, the British were
scrambling to evacuate their beleaguered forces from Dunkirk, and Paris
fell.

America waited indecisively on the fringes of this fast-spreading
conflict, with a competent but small navy, an air force that had fallen
behind its potential adversaries, and an army that was so short of rifles that
soldiers had to practice with brooms instead. In all of 1939, the United
States built only six medium tanks.2

US military technology at the start of World War II was also seriously
flawed. There were “grave defects with the depth-control mechanism and
the exploder” in US torpedoes; many did not detonate when they hit
targets.3 There was no consistently reliable way to track the presence of



German U-boats in the Atlantic—thousands of sailors died as a result, and
Britain came close to starvation.4 American armor was initially no match
for what the Germans had in the field and under development.

A mere four years later, led by newly developed American technology,
the Allies scored a decisive victory against both Germany and Japan. The
United States had transformed warfare through the development and rapid
deployment of advanced radar, proximity fuses, more effective armor,
automated fire control mechanisms, amphibious vehicles, and high-
performance aircraft—as well as by more effective ways to limit bacterial
infections and control malaria.5 The German submarine fleet, once so
close to victory in the Atlantic, was broken by the use of techniques,
including radar detection, that seemed fantastical just a few years before.
Japan’s surrender was forced by the detonation of two atomic bombs,
based on essentially brand-new science.

How did this technological transformation happen—and so quickly?
Start with June 12, 1940, and a visit to the White House by Vannevar
Bush.

Vannevar Bush was an accomplished man. Previously vice president
and dean of engineering at MIT, on the eve of World War II, he was
running the Carnegie Institution for Science, a leading research
organization in Washington, DC. Tough and experienced as an
administrator, Bush was also a technology visionary and an entrepreneur
with two successful start-ups under his belt, including as cofounder of
Raytheon—an early technology company that grew up to become a
substantial military contractor.

Bush represented American private enterprise, both academic and
profit-making, at its best. Like many private-sector leaders of his
generation, he also had a deeply rooted dislike of government involvement
both in the economy and in science.

Bush had good reason to feel on edge waiting for his first White House
meeting with President Franklin Delano Roosevelt. Despite the urgency of
the moment, Bush did not have a new weapon or potential technology to
unveil. Instead, his idea was prosaic and literally written on a single sheet
of paper. In short, Vannevar Bush wanted to create a new government
committee.

Washington, DC, has never been short of committees, and the summer
of 1940 was no exception. But what Bush had in mind was no ordinary
additional level of bureaucracy. The powerful people, with a clear mandate



to develop weapons, would no longer just be admirals and generals or
established industrial companies or even the private sector’s top research
labs but rather Bush and a few university colleagues, none of whom had
experienced combat. By any political standards, this was a breathtaking
move—and by outsiders with very little political experience. Thirty years
later, this was Bush’s assessment:

There were those who protested that the action of setting up
N.D.R.C. [the National Defense Research Committee] was an end
run, a grab by which a small company of scientists and engineers,
acting outside established channels, got hold of the authority and the
money for the program of developing new weapons. That, in fact, is
exactly what it was.6

It worked. FDR was well aware that war was approaching—and was
looking for good ideas that would not trigger congressional opposition.
The president’s prior experience as assistant secretary of the navy
encouraged him both to think about military technology and to be skeptical
of admirals. Bush had prepared the ground well through key advisors, and
FDR approved the idea inside of fifteen minutes. The National Defense
Research Committee (NDRC) sprang into being.

Bush proved an inspired choice, abrasive enough to get the job done
but also always focused on improving coordination and cooperation, even
among people who did not like him. His friends were good at recruiting
and managing talented scientists—other founding members of the NDRC
included Karl Compton (president of MIT), James B. Conant (president of
Harvard), Frank B. Jewett (president of Bell Labs and the National
Academy of Sciences), and Richard C. Tolman (dean of the graduate
school at Caltech).

Bush had long rubbed shoulders with all the smartest scientific people,
who worked on everything from theories about the atom to far-fetched
notions about how electricity passes through various materials. His new
government committee idea was, in effect, simply about harnessing these
individuals and their protégés in a productive manner to the coming effort
of national defense.

This team, and the people they worked with, built—for its day—an
enormous operation. At the peak of the activity, Bush directed the work of
around thirty thousand people, of whom six thousand were scientists.



Perhaps two-thirds of all physicists in the United States were employed in
this operation.7 There had never been a greater concentration of scientific
effort in the world.

In 1938, on the eve of world war, federal and state governments spent a
combined 0.076 percent of national income on scientific research, a trivial
amount. By 1944, the US government was spending nearly 0.5 percent of
national income on science—a sevenfold increase, most of which was
channeled through Bush’s organization from 1940.8 The effects of this
unprecedented surge were simply incredible and, for America’s enemies,
ultimately devastating.

Then, in 1945, Vannevar Bush had what may be considered his most
profound insight. The war had been won, in part, because scientists under
his general direction had figured out how to apply the existing stock of
knowledge for military purposes and because American industry proved
very good at turning those ideas quickly into a large number of physical
goods—weapons of war.

What was needed next, Bush argued, was a redirection to focus on
winning the peace. In a simple yet forceful way, Bush asked: What are the
scientists to do next? His answer: a lot more science—funded by the
federal government. In a 1945 report titled Science: The Endless Frontier,
prepared for President Roosevelt, Bush argued dramatically that more than
narrowly defined national security was at stake. Invention, including in
ways that could not be forecast, would save lives, increase the standard of
living, and create jobs.

Government itself should not do science. Bush was scathing about
bureaucracy in general and had the metaphorical scars to prove that
military bureaucracy in particular was not conducive to scientific inquiry.

At the same time, based on Bush’s deep personal experience, the
private sector—firms, rich individuals, and the best universities—by itself
could not fund and carry out the innovative science that was required.
Private business was very good at incremental change based on existing
knowledge. But by the mid-twentieth century, the age of individual
inventors providing breakthroughs by themselves was substantially over,
and private sector science was being carried out in large-scale corporate
labs. The executives running these labs were not generally inclined to fund
the invention of new technologies that could undermine or even ruin their
company’s existing business model.

The controversial yet deep insight of Bush’s wartime model was



combining the traditionally quite separate world of corporate management
with the quirky faculty of universities to find solutions for what the
military needed—sometimes even before the military knew precisely what
that was. In his report, Bush proposed that the United States combine that
university–private sector partnership with ongoing large-scale government
funding to produce a postwar innovation machine.

This is—eventually—exactly what the United States did. The idea of
large-scale government funding for university-based science took a while
to gain traction, and the precise structures created were not exactly what
Bush had in mind.9 Nevertheless, in the decades that followed World War
II, his broad vision was implemented to a substantial degree.

An essential part of this approach was a transformation of higher
education, including a great expansion in the number of university-trained
engineers and scientists—made possible through federal government
support, beginning with the GI Bill of 1944. New sectors developed,
millions of jobs were created, and these vacancies, including occupations
that had not previously existed, were filled by people with recently
acquired high levels of skill. For example, the government backed
investments in the technology needed to develop jet aircraft, creating the
basis for a large commercial sector, which in turn needed—and was able to
hire—thousands of skilled mechanics and engineers.

This combination of new technology and a larger number of skilled
people increased productivity and created the scientific and practical basis
for almost everything that characterizes our modern economy. For the next
two decades, wages rose for university-educated people and—a key point
—also for those with only a high school diploma.

The catalyst for this effort was federal government funding at a scale
never previously experienced, which generated some of the highest-return
investments the world has ever seen.

From 1940 to 1964, federal funding for research and development
increased twentyfold. At its peak in the mid-1960s, this spending amount
was around 2 percent of annual gross domestic product—roughly one in
every fifty dollars in the United States was devoted to government funding
of research and development (equivalent, relative to GDP, to almost $400
billion today). The impact on our economy, on Americans, and on the
world was simply transformational.

There is a good chance you are alive today because of this work.
Penicillin was a pre–World War II British invention—a brilliant albeit



accidental discovery. But it was the Americans, under Bush’s leadership,
who figured out how to scale up production and distribute millions of
high-quality doses around the world.10 This effort sparked interest in other
potentially important soil microorganisms, leading indirectly to the
development of streptomycin (effective against tuberculosis) and other
antibiotics.11 Cortisone and other steroids were created.12 An ambitious
worldwide anti-malaria campaign was launched.13 Childhood vaccination,
the decline in maternal mortality, and the control of infectious disease
more broadly all sprang directly from this work. The leading American
pharmaceutical companies of today owe their expansion and subsequent
fortune to this public push, which began under Bush’s auspices, to
improve medical science.14

Digital computers are another area where the federal government had
great impact.15 By 1945, the US military saw that it faced important
problems—from the automated control of naval guns to the management
of complex early-warning radar systems—that called out for faster
computation than was humanly possible. Their funding for both basic
research and more applied development eventually made possible both the
development of new machines (hardware)—including transistors, which
became the essential silicon-based component—and the instructions that
run on those machines (software). From this national defense–oriented
investment flowed everything that has changed how we handle, analyze,
and use information—up to and including Apple’s iPhone.

The examples go on, including jet aircraft, satellites, improved
telecommunications, and the internet. It is hard to find any aspect of
modern life that has not been profoundly affected by innovation that can
be traced back either to the Bush-era efforts or to inventions that were
supported by various government programs in the years that followed.

Prior to 1940, university education was primarily a luxury, available to
only a few people. Subsequent to the expansion in the potential for
technological progress—and the availability of government support for
research and teaching—the number and quality of places for studying
science, engineering, and all their applications greatly increased. For the
first time, the United States became the best country in the world to study,
develop, and commercialize new technology.

The backbone of the US economy in the postwar years was built on a
visionary model that created not just great companies and amazing
products but also a large number of good jobs—the basis for the largest



and most successful expansion of a middle class that the world has ever
seen. The fruits of government investment were indirectly shared with all
citizens through a US corporate sector that provided stable employment at
high wages with relative equality, at least by today’s standards.

Median family income in the United States doubled from 1947 through
1970. The increase in wealth was shared throughout the country, with
growth not only on the coasts but in the industrial Midwest and the newly
dynamic South.

The broader benefits of this new technology were felt around the world.
There was a general American desire to support a more stable world—
primarily to avoid a repetition of the Great Depression and two world
wars. However, what drove the spread of useful and productivity-
enhancing technology was not primarily any form of altruism or even a
deliberate desire to help. Ideas, once manifest in the form of a usable
technology, are hard to control and spread to wherever people find them
appealing.

Naturally, other countries responded—by investing in their own
scientific endeavors, in effect trying to create their own version of what
was working well in the United States. This became the age of deliberate
government-supported but private sector–led technological innovation.



WHAT WENT WRONG?

Despite a remarkable run of technological and economic success, the
United States now faces serious problems. In World War II and during the
Cold War, the country built a powerful and stable engine of growth
through the application of scientific research to practical problems. The
associated technologies proved transformative, resulting in new products,
new companies, and an almost insatiable demand for American goods and
services around the world.

Unfortunately, we failed to maintain the engine. From the mid-1960s
onward, based on concerns about the environmental, military, and ethical
implications of unfettered science, compounded by shortsighted budget
math, the government curtailed its investments in scientific research.
Economic difficulties during the 1970s, followed by the Reagan
Revolution and the anti-tax movement, resulted in an even broader retreat
from federally funded activities. Most recently, the impact of a global
financial crisis in 2008 and consequent economic pressures—known as the
Great Recession—have further squeezed investments in the scientific
future.

Federal spending on research and development peaked at nearly 2
percent of economic output in 1964 and over the next fifty years fell to
only around 0.7 percent of the economy.16 Converted to the same fraction
of GDP today, that decline represents roughly $240 billion per year that
we no longer spend on creating the next generation of good jobs.

Should we care? If there is socially beneficial research and product
development to be done, surely the innovative companies of today will
take this on?

In fact, they won’t. Invention is a public good, in the sense that every
dollar of spending on science by a private company is paid for by that
company (a private cost), while some of the benefits from discoveries
invariably become public—ideas, methods, and even new products (once
patents expire) are shared with the world.

The private sector, by definition, focuses solely on assessing if the
private returns—to this firm, its managers and investors—of any
investment are high enough to justify the risks. Executives running these
companies do not account for the spillover benefits that accrue from
producing general knowledge, and they do not share proprietary research
that might benefit others.



Moreover, new invention in the private sector is constrained by
financing. The venture capital sector that has created so many high-tech
success stories has, at the same time, avoided the type of very-long-run
and capital-intensive investments that lead to technological breakthroughs
—and create new industries and jobs.

As a result, the government retreat from research and development has
not been fully offset by the private sector. Consequently, our stock of
knowledge increased more slowly than it would have otherwise—over
time, this means lower growth and less job creation.

Missed opportunities for invention directly contribute to the stagnation
of incomes. From World War II through the early 1970s, our economy—
total gross domestic product—grew close to 4 percent per year on
average.17 Over the last forty years, our growth performance has slipped,
averaging under 3 percent per annum since the early 1970s and
decelerating further to under 2 percent per annum since 2000.18 By the
mid-2020s, the Congressional Budget Office expects annual growth in
total GDP will average only 1.7 percent per year.19

At its core, economic growth is all about what happens to productivity
—how much we collectively produce per person.20 The information
technology revolution is much hyped—smartphones for everyone!—but
has proven profoundly disappointing in terms of its impact on
productivity, and there is no sign this will soon change. The boom-bust
decade that started the 2000s only further undermined our ability to grow.

Good jobs—at decent wages with reasonable benefits—are
disappearing and being replaced by low-paying jobs that do not support a
sufficient standard of living. A process of job destruction is a normal part
of any market economy and also existed during the boom years of the
1950s and 1960s. But the new information technology that failed to boost
overall productivity growth served to accelerate the elimination of high-
paying jobs that were previously held by people with just a high school
education. As a result, after doubling in only twenty-three years after
World War II, the median US household income grew by only 20 percent
over the next forty-five years.

While we have retreated from Vannevar Bush’s innovation engine, the
rest of the world is picking up the slack. Total research funding is growing
at a much faster rate, relative to the economy, in the rest of the world than
it is in the United States, led in many countries by active government
policies. This is particularly true in our largest economic rival, China,



whose rising investments have paid off, including in areas such as
computing and, increasingly, medical research, where the United States
once dominated.

The middle class is already under enormous pressure, with stagnant
wages and a rising cost of higher education that makes it harder and harder
to move up the economic ladder. At the same time, there is a discernible
and hard-to-reverse geographic impact: good jobs are created
disproportionately in a small number of cities, largely on the East and
West Coasts. Restrictive zoning policies and high land prices in these
cities make it difficult for many people to migrate to where the good jobs
are, leaving them behind in slower-growing areas and contributing to a
sense of economic unease.

We need a transformative and politically sustainable new way to boost
growth and create jobs—by jump-starting our growth engine.



JUMP-STARTING THE ENGINE

The economic slowdown of the past few decades is not inevitable. Our
economy can become dazzling again—both in terms of inventions and,
more importantly, in terms of the prospects for most Americans. To do
this, America needs to become much more of a technology-driven
economy. That sounds surprising because most of us think we are a
country driven by leading technologies and technological players. After
all, isn’t Silicon Valley already the engine of world growth?

Actually, no—Silicon Valley impacts only a small part of the US
economy.21 The American private sector invests in new products but not in
basic science. To really improve the performance of the American
economy—and to raise incomes across the board—we need to invest
heavily in the underlying science of computing, human health, clean
energy, and more.

The necessary conditions are largely in place. We have the world’s
leading universities, favorable conditions for starting new business, and
plenty of capital willing to take risks. We have learned a great deal about
what works and what does not in terms of the public-private partnership
around science and innovation.

What we need is a sustained public- and private-sector push that scales
up the innovation system, focusing on the creation of ideas that can be
converted into technology—just like the early work on digital computers
ended up creating an entirely different structure for the organization and
dissemination of information. This will require the type of commitment to
the federal funding of science that helped support our post–World War II
boom.

We should support this with a major expansion in science education
across all ages, with the goal of producing—and employing—many more
university graduates with technical skills. This combined increase in
demand and supply can, over time, create millions of new, high-paying
jobs.

But to make this push both economically sensible and politically
sustainable, we need to distribute the benefits of growth more broadly, in
two senses.

First, we must ensure that the new high-tech jobs do not follow the
pattern of the past forty years and fall into just a narrow set of “superstar”
cities on the East and West Coasts. There are dozens of other cities



throughout the United States that meet the conditions for creating a new
technology hub. These are cities that have the preconditions for success—a
large pool of skilled workers, high-quality universities, and a low cost of
living—and where people desperately want more jobs at good wages. But
they are places that are losing out today because they do not have enough
scientific infrastructure to become new centers of innovation, nor do they
have the base of venture capital that can turn new ideas into profitable
companies.

The federal government can select the best places using the type of
competitive selection mechanism most recently employed by one of the
country’s most valuable companies. In late 2017, as we mentioned in the
prologue, Amazon announced that it would place a second headquarters
operation somewhere in North America, creating perhaps around fifty
thousand good jobs. A total of 238 cities and regions from all over the
United States (and Canada)—irrespective of political inclination—
submitted bids, laying out various kinds of welcome carpets, including tax
breaks and supportive infrastructure.

Amazon, however, eventually chose two locations that will help it
make a presumably bigger profit—partly by receiving the largest possible
tax breaks. This is what companies do: they serve the interests of their
shareholders, not the public. The result is a zero-sum tax competition that
does nothing to raise the wealth of the nation as a whole.

The competition we have in mind would serve the interest of the
nation, not individual companies. Places would compete not on the basis
of tax breaks but on the basis of their qualifications to become a new
technology hub. This would involve demonstrating the proper
preconditions for scientific innovation, including research infrastructure,
and support for better scientific education, from high school through
college. It would involve ensuring sustainable development plans for the
area so that we don’t just create new congested and high-cost-of-living
cities. Places would need to demonstrate partnerships with the private
sector that can lead from lab science to product development.

Second, we should share the benefits of innovation more directly with
the US taxpayer. For too long, the government has funded basic research
—such as digital computers, the internet, and the Human Genome Project
—that has essentially become windfall profits for a small number of
investors who are able to get in early into enough technology-development
projects.22 The increasing shift in the returns from production toward



capital owners (people who own companies, property, and so on, rather
than workers), combined with falling effective rates of taxation on those
returns to capital, leaves many Americans rightly suspicious of
government investments that lead to more profitable firms.

As part of our competitive criteria for areas to attract the additional
federal science funding, local governments would need to provide a way
for taxpayers to share directly in the upside. For example, local and state
government could hold a large, publicly owned parcel of land for
development in and around these new research hubs—with the
government getting the upside, in higher rents or capital appreciation, as
this land becomes increasingly valuable. Profits would be paid out directly
to citizens as a cash dividend every year.

We have a great model of how to do this from a relatively conservative
state: the Alaska Permanent Fund, which distributes the revenues from
natural resources (oil and gas) equally to all state residents. An annual
innovation dividend would be paid out in cash terms equally to all
Americans, illustrating vividly the returns from the public’s investment in
advancing science.

Taxpayers take risks all the time, whether they know it or not. Ever
since the creation of the American Republic—and much more so since
1940—the federal government has invested in pushing frontiers forward,
first in a geographical sense and more recently in terms of technology.

When projects go wrong—like the collapse of solar manufacturer
Solyndra, which borrowed more than $500 million from the federal
government—there are accusations, investigations, and some attempt to
assign blame. The taxpayer has to absorb the losses.

When projects go well—radar, penicillin, jet planes, satellites, the
internet, and most recently the Human Genome Project—great fortunes are
created, but only for the lucky few. It’s time for all Americans to get a
serious piece of the upside from accelerated innovation.



A ROAD MAP

The first part of the book focuses on the largely forgotten history of how
publicly funded science contributed to victory in World War II and then
created the underpinnings for the dynamic American economy of the
postwar period. The heroes of this story are not household names, but they
can rightly claim a substantial share of the credit for our US postwar
economic boom. We then explain how scientific overconfidence, conflicts
with politicians, and budgetary concerns inclined the public sector to
curtail science funding.

The second part explains the economic case for a major push today on
publicly funded research and development. We explain why the private
sector systematically underinvests in science. We also show how publicly
funded science continues to be innovative and job-creating, albeit at too
low a level.

Finally, we bring these lessons to bear on how to rebuild the American
growth engine, based on the enormous opportunities for growth outside of
coastal megacities. We propose a detailed plan for expanding scientific
efforts and ensuring the benefits are broadly shared.

June 1940 represented a moment of deep crisis for the world—and one
to which, eventually, the United States responded dramatically. The issues
we face today are less obviously about national security but, because they
affect the sustainability of our economic well-being, may prove just as
profound.

To what extent will the United States create the good jobs of the
future? While we hesitate, other countries invest heavily in new science
and its applications. We are already being overtaken in key sectors.
Respond now or again risk being left in the dust of rival nations.
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For Our Comfort, Our Security, Our Prosperity

Here we are, standing alone. What is going to happen?

—British prime minister Winston Churchill, in conversation with James B.
Conant, April 10, 19411

BY 1940, THE UNITED STATES HAD ESTABLISHED ITSELF AS ONE OF THE

MOST INNOVATIVE nations on earth—based not so much on scientific
leadership as on practical engineering applied to sectors such as
automobiles and telecommunications. What Vannevar Bush realized is that
innovation of a different magnitude was needed, specifically when it came
to the technology that would win the war. For example, in his view, the
range and performance of combat aircraft would likely play a decisive
role. American fighter planes in 1940, however, were outclassed by those
of Germany and Japan.2

More broadly, it started to become clear—at least to Bush and his
colleagues—that the United States needed to more urgently develop
technology that could be applied to war. One obvious response would be
for the government to draft scientists and put them to work in its own
laboratories, along the lines of the German or Soviet model. The early



success of German technology in World War II certainly recommended
that model.

Another possibility would be to hand the task directly to private
business—but the goal now was national defense, not making profits. Over
the previous century, the private sector had racked up impressive
achievements, including developing railroads, electricity, and telephones.
What was the right way to break loose from the traditional profit-oriented
framework of private business while retaining private initiative and the
ability to move fast? To understand the strategic design choice faced by
Vannevar Bush in 1940—and much of what followed during the war and
after—we need to step back briefly into the history of American
innovation.



THE RISE OF CORPORATE INNOVATION

The United States of America did not begin as a technologically advanced
country. Largely agrarian at the time of independence, the United States
was behind the United Kingdom in terms of engineering capabilities not
just in 1776 but for at least the next half century. For example, in the
building of canals—cutting-edge engineering between 1800 and 1820—
Americans routinely relied on imported (mostly British) advice, yet
frequently struggled to get it right. American canals leaked at best, and
some even had to be completely rebuilt.3

American construction techniques eventually improved, however,
motivated in large part by the incentive to construct robust means of
transportation across, by European standards, very long distances and
difficult terrain. From the experience of building in a harsh landscape
came important lessons and new opportunities—seen, most clearly, in the
development of railroads.

The British developed the first engine that ran on wheels and metal
track.4 Britain also took the lead in building railroads, for which miles of
track is one measure of development. In 1830, Britain already had over
125 miles of track, while the United States had only between 23 and 40
miles.5 Both systems had 7,000 miles in the late 1840s or 1850s. Then the
American system grew much larger—reaching 30,000 miles by 1860,
while the British system was still only around 13,500 miles in 1869 and, at
its peak, 20,000 miles in 1914.6

Mileage comparisons might be considered unfair—the United States
had more land area and greater distances to cover—but progress in terms
of American-built locomotives was just as impressive. The United States
imported its first train engines (from the UK) in 1829, but these were
quickly found not ideal for American conditions, where it was more
difficult to lay track and curves were often sharper. The result was a six-
wheeled design (rather than the British four wheels)—and the beginning of
a boom in design and production for railroads.7 Soon Americans were
exporting locomotives to the world.

America had become good at practical engineering, long before it led
the world in science. Alexis de Tocqueville wrote this of America as he
found it in 1831:



In America the purely practical part of the sciences is cultivated
admirably, and people attend carefully to the theoretical portion
immediately necessary to application; in this way the Americans
display a mind that is always clear, free, original, and fertile; but
there is almost no one in the United States who gives himself over
to the essentially theoretical and abstract portion of human
knowledge.8

Tocqueville thought this reflected on the essential nature of democracy,
but it may just have indicated there was a lot of practical engineering work
to do—and the rewards to pure science seemed relatively small or distant
in terms of payoffs.

The early American technology development experience was
dominated by a few men, largely self-taught and with minimal formal
science background. Samuel Morse, a professional painter, invented the
telegraph in the 1830s. Cyrus McCormick, a farmer and blacksmith,
developed the mechanical reaper in the 1830s (an improvement on his
father’s design). Isaac Singer, an actor, came up with his own version of
the sewing machine in 1851. Charles Goodyear, owner of a hardware
store, invented vulcanized rubber in 1844.9

The major shift, from the 1870s and particularly during the 1880s,
began with electricity—and a more corporate-driven approach to
innovation. The main theoretical ideas and experiment-based proofs
behind electricity had been established by researchers much earlier, almost
entirely in Europe, specifically Germany and the UK. Building on that
foundation were brilliant Americans with breakthrough ideas, including
Alexander Graham Bell (the telephone, 1876), George Westinghouse
(alternating current in the 1880s), and Nikola Tesla (multiple inventions
related to electricity in the 1880s). And of course, there was the legendary
figure of Thomas Edison, inventor of the light bulb and perhaps the first
person to focus his efforts directly on the process and commercialization
of invention—with his famous research lab in Menlo Park, New Jersey.

Before Edison, individual inventors, operating alone and with limited
resources, had most of the big ideas. After Edison, and following the
development of electricity, came the rise of corporate invention, a lot of
lawyers, and well-financed patent wars. Corporations, looking for the next
wave of invention, became much more interested in science, including
hiring scientists and building labs.



Early efforts were hardly auspicious. In 1864, William Franklin Durfee
built a Bessemer convertor—a furnace for making steel—in Wyandotte,
Michigan. He attached a “steelworks analytical laboratory”—the first
industrial lab in the United States and one of the first in the world. His
workers were not uniformly in favor of this form of progress. “Those who
manned and managed the [Bessemer] converter looked upon the laboratory
at first with amazement and then with fear. One dark night they burned the
whole thing to the ground.”10

The first modern corporate R&D lab was arguably that of General
Electric, founded in 1900. By 1906, this department had over 100
employees.11 By 1920, the GE lab employed 301 people, and by 1929, it
had a head count of 555.12

Research at the Bell telephone companies was consolidated into a
separate organization in 1910/11. According to Frank Jewett, who headed
this effort—and what became Bell Labs after 1925—the industry had
outgrown random invention and also what could be accomplished by
engineers alone. Now, in Jewett’s assessment, those companies “most
obviously dependent on science have organized research laboratories
whose sole function it is to search out every nook of the scientific forest
for timber that can be used.”13

By the end of World War I, almost all large industrial corporations had
research labs. The Bell companies, International Business Machines
(IBM), General Electric, and Westinghouse were early to develop
strategies in which their engineers deliberately sought patents for new
inventions and used this process to strengthen their market position.14

There had been just 45,000 American engineers in 1900. This number rose
to 230,000 by 1930—of whom 90 percent worked in industry.15 By 1940,
on the eve of war, two-thirds of all science spending was in the hands of
the corporate sector.16

The American private sector had become a systematically innovative
place, with emphasis on understanding and developing whatever
knowledge seemed likely to boost corporate profits for incumbents.
Research was expensive and conducted by relatively few large firms. In
the 1930s, thirteen companies employed one-third of all researchers.17

However, investing in basic science—discovery for the sake of
discovery—did not make sense as a private-sector priority, and there was
no money in it. The private sector was very good at what it was supposed
to do: making profits and investing the proceeds in developing new



products that seemed likely to generate future profits.



UNIVERSITIES CHALLENGED

In modern America, we have become accustomed to the idea that
universities lead the way on basic science. Throughout the pre–World War
II period, however, American universities remained small and more
focused on teaching than on research. Land-grant colleges, the first of
which were created in 1863, were intended to bring improved technology
to agriculture and, in a few instances, also to industry. They did so in an
applied fashion. But there was little interest in or money for more
fundamental research.18

The best-funded and most prestigious universities preferred to offer a
classical education. The first engineer graduated from Harvard only in
1854, and by 1892, the grand cumulative total of engineering graduates
from that college was only 155.19

Overall, American universities barely figured in the development of
practical technology, relative to industry.20 As hubs for scientific
endeavor, they were dwarfed by efforts in the big European research
universities and institutes. The best technical education available to an
aspiring young person at the beginning of the twentieth century was
without question in Germany, France, or the UK.21

Europeans won fourteen Nobel Prizes for chemistry before Theodore
Richards of Harvard University won the first for the United States in 1914.
The United States did not win another chemistry Nobel until 1932, during
which time the Europeans won another fifteen prizes. The American
winner in 1932 was Irving Langmuir, of General Electric, who had been
educated in part in Germany (he had a PhD from the University of
Göttingen).

The pattern was similar for the medicine and physics prizes.22 Of all
the Nobel Prizes for medicine awarded from 1901 through 1932, only two
went to researchers based in the United States—both worked at the
Rockefeller Institute for Medical Research in New York, and both were
born and educated in Europe. In physics, the first native-born American to
win a Nobel Prize was Robert Millikan in 1923, the second was Arthur
Compton in 1927, and the third was Carl Anderson, who did not win until
1936. By the mid-1930s, the Netherlands had won more physics prizes
(four) than had people born in the United States.23



ABSENTEE GOVERNMENT

The role of the American government in scientific development and the
application of technology before 1940 was consistently small.24 There was
some support for weapon development, such as armories that
manufactured guns. But this was all narrowly focused, and the slight
increase in intensity that emerged during World War I proved fleeting.25

The Great Depression of the 1930s further tightened the already
parsimonious government purse strings.

President Roosevelt attempted to organize support for unemployed and
underemployed scientists, but in the face of so much other need, this went
nowhere. Scientists were also divided—traditionally and still in the 1930s
—on whether they wanted government support, with the potential
constraints and control this implied.

In 1933, President Roosevelt convened a Science Advisory Board. The
group was chaired by Karl Compton who argued for government spending
that would help employ engineers and scientists. The initiative quickly
went nowhere—spending on science was not a sufficiently high priority.
The relationship between leading scientists and FDR’s administration
slipped to a new low.26



CAN YOU SEE ME NOW?

The tide—in terms of government funding for what private industry could
not or would not do—began to turn in late August 1940. Sir Henry Tizard
arrived in Washington, DC, as head of an expert team bearing information
about some of Britain’s most important technological discoveries. The
Battle of Britain raged through the summer and fall of 1940, with the
German Luftwaffe first crippling critical airfields and then switching to the
Blitz bombing of civilian areas, including London, Coventry, Birmingham,
and other major cities.27 In this moment of great national desperation,
Tizard and a few others persuaded Churchill’s government to put aside all
conventional notions of secrecy, with the goal of receiving greater material
assistance from the United States.28

Tizard’s mission famously included all its most precious papers and
artifacts in a single metal box. Once safely delivered and opened, it
revealed impressive technical details on topics as diverse as gun turrets for
aircraft, antiaircraft guns, the Kerrison Predictor (an automatic gunfire-
control system), armor plate, torpedoes, self-sealing gasoline tanks, and
explosives.29 The British had been working intensely on a myriad set of
engineering problems related to war, all of which were now urgent
priorities. Tizard’s group was authorized to put almost every single card on
the table without requesting any reciprocity.30

Of all Tizard’s offerings, without question the most immediately
consequential was a small mechanical device, about the size of a hockey
puck: the resonant cavity magnetron. This simple and even elegant piece
of equipment created the possibility—with a lot of additional work—of
smaller, more powerful, and more accurate radar sets.

In retrospect, what the Americans called Radio Detection and Ranging
(RADAR) was developed independently and in secret in at least thirteen
countries.31 The underlying science of radio waves emerged in the late
nineteenth century based on pioneering research in Europe.32 The radio
quickly became a wonder of the early twentieth century and was put into
wide commercial use during the 1920s. The development of this
technology’s long-distance communication naturally raised the question:
What other applications were possible?

Numerous people noticed the annoying way planes interfered with
radio transmissions. A few of the more farsighted wondered: Could this be



the basis for actually detecting the location and direction of travel of, for
example, a bomber? Researchers in the United States were among the
earliest to investigate this question and to propose a workable solution—to
bounce radio waves deliberately off distant objects and track carefully
what rebounded back.33 Unfortunately, the American army and navy—the
primary potential sources of funding for such work in the United States—
did not regard this as a top priority for national defense. The United States,
at that time, saw itself as distant from any potential enemies—and far
outside the range of aircraft that could carry bombs.

In contrast, from at least the early 1930s, military leaders and top
civilian scientists in Britain were increasingly focused on the dangers
posed by bombers, with the potential to target large urban areas with
conventional explosives or chemical weapons. The speed and effectiveness
of aircraft increased significantly during the 1920s—it now took only two
hours to fly from Germany to London.34 And by the 1930s it was clear that
German rearmament included building a large air force against which
conventional air defenses would be mostly ineffective. In a 1932 speech,
leading British politician Stanley Baldwin expressed the growing fear in a
memorable phrase: “The bomber will always get through.”35

In the early 1930s, none of the existing lines of technology
development against the threat of bombing seemed immediately
promising. In response, a committee was established, with Henry Tizard in
charge.36 Under Tizard’s guidance and with a modest amount of funding,
British research teams made surprisingly quick progress, and by 1938, a
national radar system had been assembled that could detect initially high-
flying aircraft—with extensions soon added to spot any plane that tried to
approach the British Isles at low altitude.37

But the equipment involved was bulky, and the method of detection—
using relatively long-wave or low-frequency radio waves—worked best
for roughly establishing the position and bearing of large objects, such as
bombers attacking during the day.38 In both Britain and the United States
—and, for that matter, in Germany—researchers were keenly aware of the
advantages of both miniaturizing key elements of the technology and
making it able to detect much smaller objects, like the periscopes of
submarines.

On the American side, prewar radar research was conducted in a fairly
low-key manner, characteristic of the time period, but rather quaint when
seen from a modern perspective. A significant part of the civilian work



was led by Alfred L. Loomis, a lawyer who had taught himself a great deal
of modern physics and built a laboratory in his house. It was a big house,
the lab was well-equipped, and Loomis was a good scientist. But literally
and metaphorically, it was an amateur effort. When the British saw
Loomis’s work in fall 1940, they were polite, but it was obvious that the
Americans were far behind. The Loomis team’s accomplishment was
modest—essentially a forerunner of the police radar gun.39

Still, Loomis was a great networker who was close friends with—and a
source of funding for—scientific luminaries such as Ernest Lawrence,
winner of the Nobel Prize for physics in 1939, James Conant, chemist and
president of Harvard, Karl Compton, president of MIT, and, of course,
Vannevar Bush. Bush put Loomis in charge of microwave-related research
on the NDRC.

On September 19, 1940, at the Wardman Park hotel in Washington,
DC, Tizard’s team revealed their breakthrough, the cavity magnetron,
which could emit a large amount of power at what was then a very short
wavelength.40 After further technical discussion, which took place at his
house in Tuxedo Park, New York, on the weekend of September 28–29,
1940, Loomis fully understood that this technology could turn the tide of
war.41

While the British had cracked a key piece of the scientific puzzle, a
working microwave radar system required much more, including a
receiver, a way to handle signals without interference, and overall
robustness. Ideally, it also had to fit in the nose of an aircraft. And it
obviously had to function effectively under a wide variety of difficult
conditions. The British, under siege, did not have the resources necessary
to take these next steps. The Americans had scientists and available
industrial capacity—but would they take on the work?

Bush strongly believed in delegation, and he trusted Loomis, a bond
that been formed over the previous decade, during which time Loomis had
risen to prominence as the convener of scientific gatherings and as a
generous funder of experiments, increasingly around radio waves.42 If
Loomis and his team said the United States should back this technology,
that is what they would do.

Once the decision was taken to back this radar development as fast and
as far as it would go, an argument broke out—who exactly should be in
charge? For Frank Jewett, president of Bell Labs, there was no question:
the project should go to Bell Labs, cooperating perhaps with other bastions



of private enterprise.43

Bush and Loomis respected Jewett and were themselves no fans of
government-led anything; both had built their careers either largely
independent of the government (Bush) or keeping ahead of regulation
(Loomis’s main fortune was made in electricity generation and
distribution, the unregulated frontier of the 1920s and 1930s). In his 1970
memoir, Bush was blunt: “Like many a man from New England, I had
snorted at the New Deal, and I had been appalled at some of F.D.R.’s
political theory and practice.”44

But Bush was also intensely pragmatic—and not at all ideological in
the modern sense of the word. What was needed was not incremental
improvement or marginal adjustments; it was fundamental breakthroughs
and at great speed. Relying on the private business sector would surely
result, in his view, in less than was needed. Seeking profits was fine for
incremental change in the civilian economy, but not when the goal was big
breakthroughs for military applications. Bush recognized also that this was
no time to be hoarding information about what worked and what did not
work—sharing knowledge freely and without restriction would result in
faster progress but was not in the private sector’s interest.

Bush therefore preferred for the project to be based at a university, to
more effectively mobilize faculty from around the country.45 Bush, with
Loomis in strong agreement, settled on MIT. Karl Compton was not
immediately in agreement, fearing a major disruption to the usual work of
his university. But quickly Compton was persuaded that the national
interest came first.

It helped that the money was good. Bush contracted directly between
the federal government and universities, erring on the side of being
generous—paying the “full costs” of these research activities, which
included overhead—“the portion of its general expenses properly
attributable to the added operation.”46 Fortunately, Bush was able to
persuade the House Committee on Appropriations that this was the best
way to encourage innovative work.

Bush was also completely clear that the NDRC owned full rights to all
inventions developed with its support, although its primary purpose was to
help develop more useful good ideas. Unlike the usual situation during
peacetime, patents were no impediment to sharing ideas across
researchers, irrespective of where they were working.

Bush and his colleagues understood fully the key issue about invention.



New ideas benefit the person who has those ideas, but there are also major
positive potential effects on others who are pursuing related lines of
inquiry. With effective patent pooling under the NDRC, as researchers
working on radar—or anything else—witnessed ideas being developed by
others, they could more quickly decide to adjust their own direction of
work.

With Loomis in charge of the radar microwave committee of the
NDRC, the mission was to scale up and apply invention at speeds never
previously seen. The effort was launched in mid-October 1940, with plans
to hire the first twelve university researchers and arrangements made to
contract with private-sector supplies for components.47

MIT immediately made ten thousand square feet of lab space
available.48 Loomis then traveled the country’s leading scientific outposts,
recruiting top talent. He was joined in this effort by Ernest Lawrence from
the University of California at Berkeley. Loomis and Lawrence persuaded
Lee A. DuBridge, a nuclear physicist at the University of Rochester, to
become director. As assistant director, they brought in future Nobel Prize
winner Isidor I. Rabi from Columbia, along with Jerrold Zacharias and
Norman Ramsey (who had just joined the faculty at the University of
Illinois).49 Luis Alvarez, another future Nobel Prize winner, and Edwin
McMillan joined from Berkeley. Lawrence was “so successful in rallying
his colleagues to the cause that by November one eminent physicist was
joining the staff every day.”50

The pace of work was remarkable. The first lab meeting was held
November 11, 1940, thirty physicists were at work by mid-December, and
soon a rudimentary radar system was operating and being tested on the
roof of an MIT building. At its peak, the Radiation (Rad) Lab—the code
name for this effort—employed nearly four thousand people and designed,
by one estimate, half of all the Allied radar systems that were in use by
1945.51 Among the major achievements were a gun-laying radar and an
airborne interception radar (used by night fighters). The lab also developed
a separate bombing radar and the first-ever worldwide radio navigation
system—known as Long-Range Navigation (LRN or LORAN).52



EMBRACING THE FUTURE, EVENTUALLY

Persuading the military to buy some new gadgets was not hard,
particularly as rapidly expanding budgets coincided with pressure from the
secretary of war to adopt the latest technology. But getting the army and
particularly the navy to actually integrate radar and related tools into
battlefield decision-making was much harder. Working this out would lay
the groundwork for future productive relationships between civilians and
the country’s military—a major change of mind-set about the inherent
usefulness of science and innovation in national defense.

No less a figure than Admiral Ernest J. King, chief of naval operations
and commander in chief of the US fleet, played down the importance of
radar in 1941: “We want something for this war, not the next one.”53 This
reluctance to embrace new technology was not unusual among top
officers. The US Army resisted using rockets against German tanks and
never adopted an infrared sight developed for its own tanks, even though it
was proven to help night vision for sniper rifles. When the NDRC
proposed an amphibious truck, the DUKW, “the head of the Service of
Supply, said to me [Bush] forcibly that the Army did not want it and
would not use it if they got it.” The DUKW was developed and proven a
great success—for example, landing troops and equipment during the
Normandy invasion.54

Despite initial military conservatism, science had a lot to offer—as the
disaster at Pearl Harbor made apparent. The first wave of attacking
Japanese planes was spotted by radar technicians at a range of 132 miles,
using US Army mobile SCR-270 long-wave radar sets. With almost an
hour in hand, there was time to launch at least some defensive air cover
and to get ships under way, but the radar warnings were ignored by the
responsible officer.55 In perfect hindsight, the power of radar—and the
destruction caused by ignoring the information that radar systems could
provide—should have been evident, but the military was still not fully
convinced.

The navy’s hesitance to fully embrace all the changes made possible by
radar was perhaps most costly in what became known as the Battle of the
Atlantic. Convoys—groups of merchant ships with naval escorts—had
proven reasonably effective in World War I against submarines. But at the
start of World War II, it became evident that the Germans had shifted
tactics, including attacking at night, on the surface, and in packs.



The losses to Allied shipping were devastating and unremitting. In June
1942, the Allied fuel supply came under pressure due to U-boat attacks,
and there were questions about whether the US Navy could defend even its
own Atlantic coastal waters. In late 1942, there was a U-boat focus on
northern transatlantic convoys, which lost an average of 26 ships per
month. In early 1943, the loss rate for those convoys actually accelerated
—reaching 49 ships in March. By the last half of 1942, Germans were
building U-boats faster than the Americans, British, and Canadians could
sink them.56

Shipping losses on this scale convinced the navy that it was time to
effectively deploy radar technology—and this helped change the war.
Centimeter airborne radar, hot from the Rad Lab, could find submarines on
the surface. Sonobuoys and new methods of magnetic detection meant
submarines could be tracked more accurately under the waves. The
antisubmarine rocket and target-seeking torpedo could then be deployed
effectively.

The results were stunning.57 In forty-four months of war up to May
1943, the Allies sank 192 U-boats; in the next three months—May, June,
and July 1943—they sank 100. The ratio of ships sunk to U-boats
destroyed shifted dramatically, from 40:1 at its worst to 1:1.58 More raw
materials could now flow into the United States, and American
manufactured goods—such as guns, ammunition, vehicles, aircraft, and
food—could reach the front largely unimpeded. Radar had demonstrated
that new technology was no longer an optional add-on. It had become
central to war.

The point was driven home at the Battle of the Bulge in 1944. The
Germans attacked under the cover of bad weather, reckoning correctly that
lack of visual contact made it hard for conventional artillery to be
effective. The Americans, again based on early British ideas, had made
great strides with proximity fuses—which exploded shells close to their
targets, based on a form of radio frequency sensing (an application of
short-range radar). The effect against German ground forces proved
devastating. The same technology was also used against enemy planes and
V-1 flying bombs; it increased effectiveness of the five-inch antiaircraft
batteries by a factor put at “probably about seven.”59



THE POSTWAR INVENTION BOOM

Vannevar Bush was a master of managing perceptions. He understood
firsthand that “engineers” of the day were regarded by senior military
personnel as “in all probability a thinly disguised salesman, and hence to
be kept at arm’s length”—and he insisted that his team be referred to
consistently as scientists. In one sense, this was accurate, as the people he
hired, particularly for the Rad Lab, were actually scientists, mostly
physicists.60

Realistically, however, most of their wartime efforts were devoted to
applications that should more accurately be regarded as engineering—
applications of existing knowledge to practical problems—rather than as
science, the creation of new knowledge through theory and controlled
experiments. Still, their strong training in science served these “engineers”
well once they could take their wartime experiences, including with hands-
on electronics, back to their labs—and onto inventions such as digital
computers and semiconductors.

The postwar invention boom was boosted by the fact that the devices
and processes developed under the NDRC (and its successor, the higher-
profile and better-funded Office of Scientific Research and Development
[OSRD]) were to some extent rough and ready—everyone was in a hurry
to make things work and deploy robust versions into combat situations.
The flip side was that many interesting problems became more obvious,
both in terms of basic science and potential further improvements for
products.

For example, the amphibious truck DUKW later became the model for
snowmobiles.61 DDT, a newly developed chemical, found much broader
use—beginning in anti-malaria campaigns, it soon spread to become a
much more widely used (and arguably overused) pesticide.

As a direct continuation of the government-supported wartime
aerospace program, it was the Americans who brought the next generation
of jet engine–based flight technologies to scale. It was America, not
exhausted and cash-strapped Britain or broken Germany, which proved
best positioned to take advantage of the related commercial
developments.62 The early engines for jet planes were developed in the
late 1940s and early 1950s, initially for military applications.63

In 1953, building on its military-related efforts—including



development of the Boeing KC-135 tanker—Boeing produced its four-
engine 707 passenger jet.64 This was followed by other new products at
regular intervals—including the 747 in 1969. By the early 1980s, Boeing
was one of the country’s leading exporters; in some years, it was sold more
overseas (in dollar terms) than any other company.

Of all the wartime science projects, radar can undoubtedly claim the
longest list of useful spin-off products.65 Modern commercial air travel is
made possible by hundreds of radar systems across the United States.
Much of the useful information in weather reports is based on some form
of radar.

There were also more indirect effects. The transistor emerged in part as
a consequence of work done on solid-state semiconductor crystals for
radio receivers.66 Cathode ray tubes and memory for digital computers
were the immediate descendants of World War II radar systems.

Microwave telephones and early television networks received
significant assistance from radar. Beginning in 1951, television added
ultrahigh-frequency (UHF) transmission—carried coast to coast over 107
microwave towers built by AT&T.67 New antennas—for example, built by
RCA—were needed.

Astronomy was transformed by the creation of radio telescopes.
Particle accelerators and microwave spectroscopy can also trace their
lineage back to the MIT campus—as can the nuclear magnetic resonator
(the basis for modern magnetic resonance imaging, MRI) and the maser
(used in atomic clocks and spacecraft, and forerunner of the laser), for
which work Nobel Prizes were awarded in 1952 and 1964, respectively.

And, of course, there is the microwave oven. Raytheon had made
magnetron tubes during the war and now needed a new market. The ability
of radio waves to heat food was either the result of years of careful study
or due to a candy bar melting serendipitously, depending on which version
of history you prefer.68 At first, the machines proposed were large and
expensive, more appropriate for professional use. Eventually, the first
generally affordable microwave oven appeared in 1967. It was named,
descriptively if not appealingly, the Radarange.

Old Washington hands like to emphasize that “personnel is policy”—
meaning that who you hire has a major impact on what gets done. But
conversely, who gets trained to do what, while working for the
government, can have significant impact on what they think about—and
invent—later. Judged in those terms, the wartime science effort propelled a



generation forward in terms of scientific and industrial achievement. Ten
Nobel Prizes can either be traced back to work done at the Rad Lab or
were won by people who spent formative years building radar systems.69

Most of the postwar top science advisors to government cut their teeth
somewhere in the OSRD, most commonly at the Rad Lab. Right through
to the Nixon administration, thinking about science policy—and what
exactly to support—was shaped by people who had worked alongside
Vannevar Bush.



ENDLESS MONEY

It’s hard to imagine now, but Bush’s research organization had access to
essentially unlimited funding. Once the NDRC got under way, Bush saw
his major role as managing the relationship with Congress, particularly the
appropriations committees.

Initially, Bush suggested to his associates that they might need to spend
$5 million per year. In 1942, what had become the OSRD spent $11
million. In 1943, it spent $52.2 million, $86.8 million in 1944, and peaking
at $114.5 million in 1945.70 The combined R&D budgets of the air force,
the army, and the navy peaked at $513 million.71

Those numbers do not include the Manhattan Engineer District, which
built the atomic bomb. Research and development on nuclear weapons was
essentially zero in 1940. By 1943, this work cost $77 million, jumping
nearly tenfold to $730 million in 1944 and peaking at $859 million in
1945. The Manhattan Project became one of the largest industrial-
scientific projects in the history of the world to that date.72 At its peak, this
work employed 130,000 people.73

Bush and his colleagues repeatedly stressed that the constraints on their
activities were the number of available engineers and scientists—and they
pushed back hard against efforts to draft these specialists into frontline
forces. Money, however, was never an issue. The top—and perhaps only—
priority was inventing what could be useful and important to the war
effort. Ironically, the postwar American commercial success was helped
greatly by inventions that emerged from the simplest noncommercial
motivation: patriotism and fear of a smart enemy, hell-bent on new
applications of scientific knowledge.



NEW FRONTIERS

Civilian physicists had been proven spectacularly right during World War
II, not just in their theoretical thinking about hidden power in the universe
but also in their ability to harness that power in practical ways. The world
had changed, completely and forever. Science and its intelligent
applications now trumped everything. The question now was how to
harness this idea for the broader social good.

With the war drawing to a close, Bush set himself the task of
articulating what should come next—in terms of not just funding for
science but how that funding should be structured and supervised. In
Science: The Endless Frontier, his 1945 report for the president, Bush
pulled together the best thinking about what had worked during the war
and what could be done next. The wartime effort had focused on
mobilizing what was already known, either in terms of specific facts or,
more importantly, the skills and abilities of individual scientists. As Bush
put it later, “The war effort taught us the power of adequately supported
research for our comfort, our security, our prosperity.”74

The priority task following the war was creating new knowledge. Bush
had not changed his pro-free-market beliefs, but he felt that science was a
frontier—and the American federal government had always been
comfortable expanding frontiers. “It is in keeping also with basic United
States policy that the Government should foster the opening of new
frontiers and this is the modern way to do it.”75

Attempting to catch the incipient postwar mood, Bush led off his report
not with weapons but with the many potential ways that lives could be
saved and improved—the first substantive points in his report are “For the
War Against Disease.” Bush’s statement of the potential impact on health
and longevity was not exaggerated: “It is wholly probable that progress in
the treatment of cardiovascular disease, renal disease, cancer, and similar
refractory diseases will be made as the result of fundamental discoveries in
subjects unrelated to those diseases and perhaps entirely unexpected by the
investigator.”76

Industrial research was important, but this would always be of a more
applied nature.

Basic research leads to new knowledge. It provides scientific



capital. It creates the fund from which the practical applications of
knowledge must be drawn.… Today, it is truer than ever that basic
research is the pacemaker of technological progress.… A nation
which depends upon others for its new basic scientific knowledge
will be slow in its industrial progress and weak in its competitive
position in world trade, regardless of its mechanical skill.77

Bush did not advocate continuing the organization of research along the
relatively centralized lines of the Rad Lab or the Manhattan Project. The
Rad Lab was shut as soon as the war ended. The Manhattan Project was
brought more completely under military control—and, understandably,
became less oriented to breakthrough ideas and more about incremental
adjustments (and nuclear testing). The Atomic Energy Commission was
established in 1946.78

Moreover, a key constraint was the number of skilled scientists who
could be trained—the title of this chapter in Endless Frontier is “Renewal
of Our Scientific Talent.” There was a wartime-induced skills deficit—
talented people had not gone to graduate school, because they had been
pulled into the armed forces. But more than making up that deficit, the
United States needed to train more scientists per year, in particular by
broadening the pool of potential students—which meant finding ways for
people from lower-income backgrounds to afford higher education.

Bush believed strongly that university-based research, organized
through contracts with the federal government, was the way to make
progress. These grants should be awarded on a competitive basis to the
best scientists. And a relatively strong National Research Foundation with
an influential board of directors should run the process. And this funding
should extend not just to research projects but to the financing of advanced
scientific education—and increasing the number of trained scientists.79

Wartime service for young people meant there was a deficit, relative to
what otherwise would have been the case, of about 150,000 science and
technology students. To increase scientific capacity in a meaningful way,
college needed to become more affordable for more people, including
through the provision of scholarships.

In 1940, over half of the US adult population had left school with no
more than an eighth-grade education; only 6 percent of men and 4 percent
of women had completed college.80 Between 1940 and 1960, college
attendance more than doubled—meaning there were an additional two



million students enrolled. The number of instructional faculty in higher
education increased commensurately from around 110,000 to just over
280,000.81

The university-based model paid dividends, as the United States was
catapulted to the forefront of global scientific achievement—aided by an
influx of talented foreign scientists fleeing either Nazism or Communism.
Prior to 1930, ninety Nobel Prizes were awarded for physics, chemistry,
and medicine—and the United States had picked up only five (6 percent of
the total).82 In the 1930s, the United States did better, winning ten science
Nobel Prizes—or 28 percent of the total.83

There was a jump up in the 1940s—the United States won fourteen of
thirty prizes awarded. This was the new normal. In subsequent decades,
the United States never won less than 49 percent of all the science prizes,
and it peaked at 72 percent in the 1990s—a remarkable forty-three out of
sixty total prizes.84

The United States, long a nation of practical engineers, was becoming a
place that valued science and supported scientists—largely because the
connections from theory and the laboratory to practical applications were
becoming much more apparent. The spread of new technology through
more efficient machines and better factory design was accelerated and
improved, on balance, by the war effort—reaching a broad range of
different activities.

With the removal of wartime controls, the potential productivity gains
were obvious. What, however, would be the implications for jobs? Who
would gain and who would lose from this surge forward in technology?



MIDDLE-CLASS MIRACLE

In Kurt Vonnegut’s first novel, Player Piano, published in 1952,
automation has become so advanced that workers with only a high school
education are not needed to run factories.85 Managers with higher degrees
in engineering are in charge of design and operation. Machines that break
down are discarded rather than repaired. Salaries are high for those still
working; everyone else gets menial tasks provided—outside of factories—
by the government at subsistence wages.86

Vonnegut’s dystopia articulated the fears of many people who had
experienced the 1940s (and the Great Depression of the 1930s) and who
could see the transformation of American production through the
application of science and science-based engineering. Specifically, what
Vonnegut and others anticipated was not that better machines would
destroy all jobs but rather that it would make some people—with a great
deal of appropriately technical education—more productive, while the
need for less-educated people (or any kind of manual work) in factories
would decline.

In the terminology of modern economics, this phenomenon is called
skill-biased technological change. While Vonnegut was obviously
dramatizing the effect, a great deal of subsequent research has confirmed
that this is part of what happened, over time, after World War II.87

Automation was a well-established idea that was carried to a new
theoretical and practical level during the war, including in the development
of systems that controlled the automatic aiming and firing of antiaircraft
guns.88 But, as Vonnegut’s story highlights, automation also creates a
higher level of demand for skilled labor, as such workers become more
productive by working with the new machinery.

If increased demand for skilled labor is the only or predominant
change, we would expect the relative wage of skilled people compared to
unskilled people—known as the skill premium—to increase, perhaps
sharply. Some people—perhaps relatively few—would become better off,
while most people would not benefit directly (or could actually be worse
off, as in Vonnegut’s novel).

However, what if the supply of skilled people increases at a pace that at
least roughly matches the arrival of machines that make skilled people
more productive? In that case, the skill premium may not increase much.89



Rather, average wages for most of the population would increase—
allowing them to afford more goods, buy houses, and perhaps even start to
save for retirement or their children’s education. There are also important
spillover effects to local economies and to wages for all skill levels, as
employment in construction and retail sectors increases.90

This path—scientific innovation matched by newly skilled workers
seeking jobs—proved to be the broadest legacy of the technological
breakthroughs of the 1940s. The timing could not have been more
propitious, facilitating the rapid switch from wartime to civilian production
and making it possible to sustain a high rate of growth through the 1960s.
It was only possible, however, because of the commensurate increase in
higher education—with a lot more people attending college.

After World War I, discharged veterans received sixty dollars and a
ticket home; the result was a great deal of resentment—including a march
on Washington in 1932. Taking on board that lesson, the Servicemen’s
Readjustment Act of 1944—known as the GI Bill of Rights—was
designed to ease the transition back into civilian life. “[The GI Bill] was
seen as a genuine attempt to thwart a looming social and economic crisis.
Some saw inaction as an invitation to another depression.”91

The GI Bill provided assistance with unemployment insurance and
assistance in buying a house.92 It also provided tuition and other financial
support if veterans decided to continue their education.

Veterans accounted for nearly half of all college admissions in 1947.
Perhaps the single best indicator for the growing impact of science on the
US economy may be the choices made by those veterans.93 In the official
reckoning, 7.5 million veterans took advantage of the legislation; of them,
more than 2 million attended some form of college. Nearly three-quarters
of a million people took scientific courses.94

Average wages increased steadily from the late 1940s, through the
1950s, and into the 1970s.95 The skill premium remained at its immediate
postwar level, although the labor force as a whole became much more
skilled both in terms of years of education and in more specialized
technical skills. The number of engineers in the workforce grew rapidly—
from about 0.5 percent to 1.5 percent of all employment during the 1940s
and 1950s.

At the same time, there was a very real sense that more people were
participating in economic gains, certainly compared with the 1930s (when
long-term unemployment was a major problem) and even compared with



the 1920s. A majority of workers held white-collar jobs as managers,
teachers, salespersons, or other office employees. Firms provided implicit
long-term employment contracts and good benefits. Long-standing class
distinctions began to fade.96 The number of cars in the United States
doubled during the 1950s, from thirty-nine million to seventy-two million
—and by 1960, Americans owned more cars than the rest of the world put
together. There were eight large shopping centers in the entire country in
1945; by 1960, there were 3,840.97 More than 3,000 drive-in movie
theaters were operational by 1956.98 The Highway Act of 1956 helped
connect the country across interstate roads. Motels sprang up around the
country.

The Veterans Administration provided low-cost mortgages to 2.4
million war veterans. Before World War II, around 40 percent of
American families owned their own homes; this rose to 62 percent by
1970.

Health indicators also improved, driven in part by improved nutrition
but also by medical breakthroughs that had been accelerated by the war—
and which were subsequently pushed forward by what became the
National Institutes of Health and the National Science Foundation.
Antibiotics were, for the first time, readily available. Streptomycin proved,
at least initially, to be a wonder drug against tuberculosis. Childhood
vaccination reduced or eliminated some previous scourges, such as scarlet
fever and diphtheria. In 1939, on the eve of the United States’ entry to
World War II, life expectancy was 62.1 years for men and 65.4 years for
women. Just a decade later, it had risen to 65.2 and 70.7, respectively—an
impressive improvement.

Not everyone benefited equally, of course—there is a dark side to
economic miracles. The movement of commerce and population to the
suburbs meant that some people were left behind in inner cities, without
the skills and financial resources needed to remain prosperous. Ongoing
racism and sexism meant weaker job opportunities for women and
minorities. Access to health care improved, although it remained much
better for white Americans than for minorities. But overall, there was
broad progress for the newly emergent middle class.



POLITICS OF A NEW GLOBAL ORDER

World War II involved rapid scaling up of American production of
military equipment. In four years, the United States built three hundred
thousand planes, six hundred thousand jeeps, two million army trucks, and
twelve thousand large ships. Aluminum production increased fourfold, and
steel production rose nearly four times. Auto manufacturers switched to
produce vehicles and components for the military, including nearly four
hundred thousand aircraft engines (half of all US production), learning
important lessons about reliability along the way.99

At their peak, defense-related jobs constituted 40 percent of
employment.100 Most of those government contracts ended abruptly after
the surrender of Japan, and mass unemployment seemed entirely possible.
Following the end of World War I, when the necessary conversion away
from military production was on a significantly smaller scale,
unemployment reached 5.2 percent in 1920 and peaked at 11.7 percent in
1921.101 Unemployment during the worst years of the 1930s was still a
recent and traumatic memory for many—measured rates had ranged
between 20 and 25 percent.

In 1945, there were 11.43 million people in the armed forces, compared
with a total civilian labor force of 53.86 million. Demobilization was
rapid. The military was down to 1.59 million people in 1947, while the
civilian labor force (age fourteen and older) climbed to over 60 million.102

Unemployment was practically nonexistent during the war—1.2 percent of
the civilian labor force in 1944—and there was a slight rise to 3.9 percent
in 1947. Over the next decade, the labor force grew by more than 7 million
workers, yet unemployment stayed consistently below 5 percent.103 How
was this possible?

One part of the answer is increased exports, through easier access to
markets around the world. US manufacturing companies, based on
improved applications of science, created new and improved products for
which there was potential demand around the world.104

Lowering tariffs had long been a bone of contention in American
politics, with significant parts of industry arguing that protectionism (taxes
on imports) was essential for prosperity.105 However, between 1939 and
1945, the world’s trading picture changed dramatically.106 The United
States had provided the material goods that its allies needed to fight



effectively. With the end of hostilities, the United States moved to provide
what was needed for rebuilding—and offered cheap loans to finance those
purchases.107

US sectors that had an export surplus—exporting more than they
imported—were now strongly in favor of more open trade. These included
industries that had benefited from the wartime scientific push on
electronics, engine design, and better chemistry, including machinery,
vehicles, and chemicals.108 For those sectors, both business leaders and
trade unions were not opposed to tariff reductions on goods coming into
the United States—if the quid pro quo was increased access for American
goods to overseas markets.109

The United States helped build a global trading system within which
American companies could export first to Europe and Japan, and
increasingly to other countries with rising income levels. This open trade
strategy worked, in terms of helping sectors that had export and other
growth potential. Some of the highest rates of growth from 1947 to 1973—
over 6 percent per annum on average—were recorded by electrical
machinery and chemicals as well as telephones and other communication
services. Rates of productivity growth in those sectors were also among
the highest in the nation.110

A new trade policy helped promote sectors with potential for global
growth. Who gained? At least in the immediate postwar era, a broad swath
of the American middle class took a major step forward.



MAKING AMERICA GREAT

The first intense technology-based arms race, 1939–1945, was won by
Americans—native born and recent immigrant—in a remarkable come-
from-behind fashion, specifically by giving civilian scientists the mandate
to invent and to think very far outside what was regarded as reasonable or
established practical knowledge. This was not science practiced by lone
self-financed inventors, such as had prevailed in the nineteenth century, or
by corporations, which had dominated the research-and-development
landscape in the early twentieth century. The winning teams in World War
II were university-based researchers backed by a vast amount of taxpayer
money. This had a major positive impact on the economy and people’s
jobs.

Much of this postwar impact was unintentional. The priority during the
war was just on winning—and on finding ways to make the military effort
more meaningful. The United States had stumbled into a new way to
organize and finance science, and it quickly found ways to commercialize
those new ideas.

After the war, the GI Bill was a stroke of brilliance and luck—
strengthening skills for millions of people at just the right time to match
the changing nature of machines and organizations. The shift in US trade
policy was a logical continuation of the desire to increase the number of
good jobs. The United States made goods that people around the world
wanted to buy.

World War II called forth collective efforts in an unprecedented
manner, with immediate and also long-lasting effects. Existing ideas had
been focused onto the war effort, to great effect. There had also been some
breaking down of barriers to innovation. The war had challenged long-
standing American ideas about the role of government—and how
potentially to structure its productive relationship with the private sector.
How much of this new model could be sustained?
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Whatever It Takes

We realize now that progress in technology depends on progress in theory; that
the most abstract investigations can lead to the most concrete results; and that
the vitality of a scientific community springs from its passion to answer science’s
most fundamental questions.

—President John F. Kennedy, speech to the National Academy of Sciences,
October 22, 19631

ON OCTOBER 4, 1957, THE AMERICAN PUBLIC RECEIVED AN UNPLEASANT

SHOCK.2 THE Soviet Union announced the successful launch of Sputnik—
the first ever artificial satellite to orbit the earth. Top US officials knew the
Russians were working on a satellite, but no one in Washington expected a
successful launch quite so soon. Weighing 185 pounds, the Soviet satellite
was both bigger than anticipated and much larger than what the Americans
themselves were working on.

Little publicized, the United States had its own satellite program under
way, part of which was spearheaded by the navy—which had come a long
way in its attitude toward new technology since Admiral King’s day. Run
by the US Naval Research Laboratory, several test launches in the



Vanguard rocket program had gone well. Confident in their response to the
Soviets, on December 6, 1957, the navy launched a Vanguard rocket
carrying a small satellite. It exploded almost immediately after liftoff.

The country was shaken, and with good reason. The launch of Sputnik
and the immediate response—quickly referred to humorously as Kaputnik
—made it clear that American efforts had fallen short. Pressure on the
Eisenhower administration increased further on November 3, 1957, when
the Soviet Union launched another satellite, six times the weight of
Sputnik and this time carrying a dog. The American press, naturally,
dubbed this Muttnik.3

It was bad enough that the Soviet Union had exploded its first atomic
bomb in 1949, on its way to closing the nuclear weapons gap with the
United States much earlier than expected. Now, for the first time since
seizing a leading global role, the United States had fallen behind in a
crucial new technology with obvious military and strategic implications. In
the press and some parts of the public, the reaction was close to hysteria.
Leading politicians were gripped with the idea that there was a “missile
gap,” with the Soviets in the lead.

President Eisenhower radiated quiet confidence in the days that
followed Sputnik, but behind the scenes, he and his advisors became
worried. Space mattered. It was hard to say how much, but surely this was
a frontier that would be ill-advised to concede to a presumed antagonist.
America needed new technology and fast.



FIGHTING OVER THE BUSH MODEL

Despite the undeniable success of the NDRC/OSRD in World War II, by
the time of the Sputnik launch, the public-private partnership in research
had fallen into some disarray.

From the mid-1940s, Vannevar Bush had argued for a more unified
approach to supporting science, recommending that it be structured under
a proposed National Research Foundation (NRF). The NRF would have
had strong similarities to his wartime OSRD organization, supporting the
best people and top-notch science. He wanted, understandably, to continue
and build upon the newfound relationship between government and
university research.

Bush also wanted more independence from both the president and
Congress. The development of expertise and the choice of topics would be
buffered from the whims of politicians.4

This proposal ran into opposition. President Truman and his advisors
balked at the idea of potentially large sums of money not being under the
control of the White House. As for Bush himself, in the view of Truman’s
White House, he had become too powerful and hard to control.5

Unfortunately, Bush also antagonized a powerful senator, Harley M.
Kilgore of West Virginia. Kilgore, a fan of the New Deal, strongly
supported government funding for science—but he wanted more emphasis
on economic development through distributing funds around the country.
Bush stuck to his more elite-based view—the best scientists should get
funding, irrespective of where they worked; of course, this implied more
support for the top universities.6

Bush actually managed to get his version of the National Research
Foundation enshrined in legislation that passed the Senate and the House
in 1947. Truman vetoed it.7 Another three years of negotiation was needed
before supporters of the legislation agreed to strengthen presidential
authority sufficient to earn a modicum of Truman’s support.8

While the Bush model may have won the legislative day in principle,
opposition along the way from the likes of Kilgore and Truman
contributed to scaling back from what Bush and his colleagues had
originally thought was needed. In the early 1950s, only limited funding
was put behind basic research for the sake of pure pursuit of knowledge—
the National Science Foundation received an initial appropriation of $3.5



million in 1952 and $16 million in 1956.9
For a broader expansion of government-private sector research

cooperation, one further ingredient was needed: a political agreement on
what should be the national priority for technology development. Enter
Sputnik.



THE PRO-SCIENCE CONSENSUS

Seen from a modern perspective, the political reaction to Sputnik is
fascinating. To be sure, there was some partisan jockeying for advantage,
but there was also a genuine desire to understand how the Soviets had
forged ahead and what could be done to close the gap in satellite-launch
capability. Remarkably, a consensus quickly formed across both
Democrats and Republicans.

It helped that, by the end of 1957, the scale of the applied science
problem was relatively clear: to catch up and potentially gain an edge in
space, the United States would need a major push across a wide range of
technology. The politics quickly fell into place, helped by long-standing
fears of Soviet ambition. Suddenly, there was strong congressional support
for more funding—particularly for anything related to missiles.10

President Eisenhower had initially downplayed the importance of
Sputnik, in part because he felt the United States was making good (secret)
progress with rocket technology. But the satellite debate quickly became a
broader political fracas centered on the idea that there either was or would
soon be a missile gap, with the Soviet Union taking a strong or even
unassailable lead. Nikita Khrushchev, the Soviet leader, made provocative
statements that continued to put pressure on Eisenhower. “We will bury
you” was a phrase that both quickly grabbed attention and stayed with
Americans for a long time.11 From the end of World War II until the early
1950s, the Soviet Union caught up in at least some high-profile
technologies, including the atomic bomb, long-range rockets, and
satellites.

Democratic politicians piled onto this idea, with plenty of
encouragement from elements of the scientific community. Lyndon
Johnson, the Senate majority leader, was quick to jump into the fray. The
first witness before his “preparedness” investigating committee was
physicist Edward Teller, inventor of the hydrogen bomb. Teller argued
forcefully that America had fallen behind Soviet science, with profound
implications for national security.12 Vannevar Bush weighed in: “We have
been complacent and we have been smug.”13 And even Allen Dulles, head
of the CIA, testified in secret that there was a missile gap—with the United
States behind by “two to three years.”14

Faced with his own looming credibility gap on science, Eisenhower



went to the top: in a November 1957 speech, he announced that James
Killian, president of MIT, would become the first ever presidential science
advisor.15 His next step was to do what Vannevar Bush had been
proposing in the wake of World War II: investing heavily in research,
while training even more scientists. Beginning in 1956, showing up in the
data a little before Sputnik, there was a burst of US activity and a jump in
publicly funded research and development, which peaked around 2 percent
of gross domestic product (GDP) in 1964.

Meanwhile, the National Defense Education Act of 1958 transformed,
among other things, how physics was taught in high school—introducing
more advanced mathematics earlier into the curriculum. The NDEA
“established the legitimacy of federal funding of higher education and
made substantial funds available for low-cost student loans, boosting
public and private colleges and universities.” There was a particular focus
on science, mathematics, and foreign languages.16

Federal resources were made available to high schools; enrollment in
high school science and math classes increased by 50 percent in some
states. Funding began in 1958 and was increased over the next several
years. The quality of high school science teaching improved.17

In the decade that followed Sputnik, federal funding for research at
universities increased by more than four times in inflation-adjusted
terms.18 At universities that granted PhDs, the number of academic
research personnel rose from twenty-five thousand to forty-six thousand.
Funding for science education, including classrooms and laboratories, also
increased dramatically, particularly after the Higher Education Facilities
Act of 1963. More than 90 percent of the country’s 2,734 colleges and
universities received some degree of federal financial support.



TAKE ME TO THE MOON

On October 1, 1958, the National Aeronautics and Space Administration
(NASA) opened for business.19 NASA was created as an independent
civilian agency, but very much under the control of the president.

Despite the heated rhetoric, in reality there never was a missile gap.
While John F. Kennedy spoke a great deal about the supposed Soviet
missile advantage during the 1960 presidential campaign, in office, he
decided to turn attention elsewhere, to a more positive role for science and
high-profile ways to strengthen national security.20 The president needed a
goal, something that would play well politically—hard enough to grab
attention but also doable.

On May 25, 1961, President Kennedy asked Congress to commit to
landing a man on the moon by the end of the decade. According to Ted
Sorensen, his advisor, Kennedy “sensed that the possibility of putting a
man on the moon could galvanize public support for the exploration of
space as one of the great human adventures of the twentieth century.” It
was also rather carefully chosen as a goal that the United States could
conceivably reach before the Soviet Union did.21

Given the state of technology and the kinds of investments required,
there was no way that the private sector could take the lead—this was not a
railroad or Thomas Edison–type moment. What the administration needed
was a big push on a broad applied science front, fueled by public money
while motivating and supporting ingenuity wherever it could be found.
The administration needed a really big rocket—and someone who knew
how to make this entirely reliable.

Despite all the rapid American technological progress across multiple
dimensions during World War II, in 1945, the Germans still had the lead in
liquid-fueled long-range missile technology—first with the fairly basic V-
1 bomb, which flew more like a plane, and then with the highly
sophisticated V-2, the world’s first ballistic missile, rising to the edge of
space on its deadly and disturbingly accurate trajectory. So in the final
days of the war and with the Russian army closing in, the US Operation
Paperclip snapped up most of the top German engineers, aiming for an
obvious jump start on missile development.22

A top German rocket engineer and weapon builder, Wernher von
Braun, surrendered to American forces at the very end of World War II.



The achievements of his technical team were impressive but also quite
horrendous—von Braun had led the work that created the V-2 rocket,
which had terrorized British civilians late in the war.23

Safely in the United States, von Braun found himself with little to do.
In the immediate postwar period, the United States cut military spending
sharply, and there was little money for longer-term projects. Von Braun
was taken under the umbrella of the US Army Ordnance Corps while
another group, under the US Navy, effectively was given the lead in rocket
development. Von Braun was allowed to bring over his team and to
develop a relatively small facility in Huntsville, Alabama. Through the
early 1950s, there were few resources available—in fact, von Braun busied
himself writing a book that advocated the manned exploration of Mars,
providing in excruciating detail all the required technical parameters.24 It
was not a best seller.

In the wake of Sputnik, and with the challenge of going to the moon,
von Braun became central to the space effort. His Saturn V rocket, which
was directly descended from his wartime work, was the technological
marvel of the 1960s. To this day, it remains the only system that has lifted
people above low-earth orbit. Braun became not just a (controversial)
American leading engineer but a subject of public fascination.

He was a star on Disney TV—appearing in a series that promoted
Disney attractions, in this case Tomorrowland (part of Disneyland in
Anaheim).25 Less positively, in the 1964 movie, Dr. Strangelove, the
eponymous character—a scientific weapons expert who seems unbothered
by the imminent destruction of the world—is almost certainly modeled on
a caricature of von Braun.

None of this mattered, either in the public perception or to the people in
charge. The Americans were going to the moon, irrespective of the cost or
what needed to be invented to get there.

The Apollo program was expensive, with a total cost almost five times
that of the Manhattan Project.26 The Manhattan Project cost, at its peak, 1
percent of all federal outlays. Apollo, at its peak, comprised 2.2 percent of
all federal spending.27

This unprecedented expansion in the scientific research enterprise
throughout the economy took place even though the government share of
the economy—measured in terms of taxes or spending relative to GDP—
actually fell between 1958 and 1965.28 The 1960s R&D boom was not
about the government, or even military spending, getting bigger relative to



the economy but rather the result of a deliberate effort to shift government
resources into research and toward the achievement of some very specific
missions, most notably going to the moon.

Much of the increase in research funding can be attributed to the
Defense Department—rising from 0.41 percent of GDP to 0.77
percent.29,30 NASA also became a significant player—with government
spending on the development of rockets and related technology rising from
almost nothing in the mid-1950s to 0.71 percent of GDP in 1965.

Today, more than sixty-five thousand people work as aerospace
engineers, with a mean hourly wage of around fifty-five dollars. Of this
category, nearly four thousand work in Huntsville, Alabama—the
descendants (in a job-creation sense) of Wernher von Braun’s rocket
program. This is actually the highest employment level for this category of
worker in any metropolitan area.31 Von Braun’s work, in effect, created
one of America’s earliest high-tech hubs, despite the fact that Alabama
was not previously at the forefront of innovation.



IT’S NOT ABOUT TANG

The effects of this increased investment in scientific research, especially
when viewed from the perspective of fifty years later, is breathtaking—the
United States launched satellites and landed men on the moon, exactly as
intended and remarkably on schedule. The military also improved and
expanded its stock of missiles; all talk of the missile gap quickly vanished
and has never returned. These programs required and involved
considerable new knowledge about operating in space, including
hypersonic flight, reaction controls for flying above the atmosphere, and
piloting techniques for atmospheric reentry.32 There were also direct
improvements in dual-use (military and civilian) technology, including
most notably for aircraft design.33

To assess the broader impact of NASA, it is important to look at spin-
offs, meaning products developed for the space program that turned out to
have great uses elsewhere in the economy. There are widely shared “facts”
about how NASA helped develop such staples of popular culture as Tang
(the orange-flavored drink), Teflon, and Velcro. Unfortunately, these
stories are apocryphal; all three items were invented before NASA was
created, although the agency did play some role in raising their profile—
including by encouraging suppliers to advertise the fact these products
were used on Apollo missions.34

Nevertheless, reaching space did open up entirely new avenues for
scientific investigation. In 2010, the Council for the Advancement of
Science Writing offered up its top “50 Science Sagas”—major advances
based on research since 1957.35 From this top fifty, NASA’s Deep Space
Network (monitoring and measuring distant events) can reasonably claim
to have been involved in twenty-two research-based events. Major
plausible NASA assists include the discovery of plate tectonics (1961),
quasars (1963), and most of everything else we have learned about the
universe since 1958.

In addition, NASA created a Technology Transfer Program in 1964,
with the explicit goal of promoting broader uses of its ideas.36 And since
the 1970s, when its funding first came under serious pressure, NASA has
consistently emphasized the value of civilian spin-offs from its various
activities—including highlighting stories through an annual publication
(Spinoff, published since 1976) and now even with a Tumblr feed.37 It is



hard to find an area of technology development that has not been affected
by the NASA enterprise in some fashion.38 By NASA’s own count, at least
two thousand products or services have been helped into development and
commercialization. Some examples:

 enriched baby food (from life support for Mars missions)
 digital camera sensors (from miniature cameras for interplanetary
missions)

 airplane wing designs (the winglets that reduce drag)
 precision GPS (within centimeters)
 memory foam (developed to help counteract effects of acceleration)
 International Search and Rescue System (a personal locator beacon,
which uses satellites)

 improvements to truck aerodynamics (reducing fuel consumption by
up to 6,800 gallons per vehicle per year)

 shock absorbers for bridges and buildings (successful so far in
earthquake-prone regions)

 advanced water filtration
 invisible dental braces (translucent cement, a best seller)
 the DustBuster (portable vacuum cleaner) was the result of a
partnership with Black & Decker during the Apollo program

 scratch-resistant, UV-reflective lenses emerged from the coatings
created for astronaut helmet visors

 a type of air purifier, specifically an ethylene scrubber that was
developed for the International Space Station, slows down the
ripening of fruit and the wilting of plants

 there was also a contribution to modern swimsuit designs—although
these came not from space but from wind-tunnel testing: specifically,
Speedo’s LZR Racer, which swimmers wore to the Olympics in 2008
and which was so effective that the rules had to be changed

All these achievements are real, even if dispassionate analysis and hard
numbers on the overall rate of return are a bit lacking.39

The most important contribution from the broader space effort—
including NASA and more military-oriented programs—remains satellites
themselves. The first weather and communication relay satellites were



launched in 1960; it is hard to imagine the modern world without them.40

Satellite communications and the Global Positioning System (GPS) are the
hidden infrastructure of the modern economy. Many TV signals pass
through a satellite at some stage. Satellites are also an essential part of the
mobile internet.

This sector has also become a significant part of the US economy,
generating a lot of good jobs. Wages in the space industry are on average
twice wages elsewhere in the private sector.41 On December 31, 2016,
there were 1,459 operational satellites, of which 594 were operated by US
entities.42 Of all satellites, 35 percent were for commercial
communications, 19 percent were for earth observation, and 14 percent
were for government communications (with another 6 percent for military
surveillance). Between 2012 and 2016, 144 satellites were launched on
average each year.

Global revenues of the satellite industry are over $250 billion, of which
just under half is generated in the United States, with the largest fraction
coming from satellite TV services.43 There are up to 220 million satellite
pay-TV subscribers in the world, with emerging markets as the primary
source of growth.44

In 2011, total employment in the US “space industry” was estimated by
the Organization for Economic Co-operation and Development (OECD) at
170,000 people. By comparison, employment in this sector was 31,000 in
Europe and 50,000 in China.45



COMPUTE THIS

The main impact of the government’s push on scientific research and its
applications in the 1940s, 1950s, and 1960s is hiding in plain sight:
accelerated development of electronic digital computers.

By 1945, the military had clearly defined problems that would benefit
from faster computation—and their tolerance for supporting more
fundamental research had increased significantly. Building on impressive
wartime results, the Office of Naval Research (ONR) was authorized by
Congress in August 1946 with a broad mandate.46 By the end of 1948,
ONR employed one thousand in-house scientists and funded about 40
percent of basic research in the United States, including most of the
projects attempting to develop general purpose, stored-program, electronic
digital computers.47

The first large-scale electronic computers were developed in the UK
(not the United States) with the express purpose of helping to break
German and Japanese codes during World War II.48 The initial use of
machines for code breaking—including by the US Navy with considerable
success from the early 1930s and at Bletchley Park by the British during
World War II—used electromechanical analog computers, but by the end
of the war, the limitations of this technology had become painfully clear.
In early 1942, the Germans modified their Enigma codes—used to
communicate with U-boat submarines—in such a way that the
computation time needed for code breaking increased dramatically; it now
took a month to do what had previously been possible to do in a day.49 The
Allies eventually were able to respond using various work-arounds,
including hooking up many electromechanical computers in parallel and
getting their hands on a more recent German codebook. Nevertheless, the
need for much faster computing had become a first-order matter for
national security.

There was also a general realization that the wartime work on radar had
developed systems that could handle high electrical pulse rates—a critical
element for electronic computers. Immediately after World War II, the
military tried repeatedly to get large, established private-sector firms, such
as IBM and NCR, to take on the necessary research and development. As
Vannevar Bush had anticipated as a general proposition, however, the big
established corporate players were not interested.



In the assessment of Kenneth Flamm, a historian of the computer
industry, “through the early 1950s the continued reluctance of commercial
firms, like IBM and NCR, to invest large sums in risky research-and-
development projects with uncertain markets, forced the government to
continue sponsoring the new technology. The cold war, with its ensuring
technological military competition, heightened government interest.”50

The next best alternative was to contract out computer development
work to academics and industry—with the military providing the cash and
taking the risk that the project would not work out. The military had to
lead where the private sector was unwilling to tread.

Meanwhile, the Soviet Union conducted a thermonuclear test in 1949,
and the Korean War broke out in 1950. There was concern about potential
bomber attacks on the United States, so the air force decided to step up
funding for a particular computing project: Project Whirlwind, a digital
computer project at MIT.51

Whirlwind is an interesting case because it speaks to the risks—and
nature of potential payoffs—in fundamental research. Initially, funding
was provided by the navy, with the goal of developing a flight simulator
for pilot training across a wide variety of aircraft. The work went slower
than expected, and even the ONR experienced budgetary pressure in the
late 1940s.52 The ONR was happy to hand over the project to the air force,
which wanted to develop a system to manage the vast amount of data,
mostly from radar looking for enemy bombers.53 The Whirlwind project
contributed several significant breakthroughs in computer technology,
including the development of magnetic core memory—a major
breakthrough in terms of how to store and access data.54

Subsequent development of the SAGE air defense system dramatically
impacted the field of computer programming. RAND, an outside
contractor, was put in charge of the software effort—estimated to be
writing more than a million lines of code—something that was regarded as
a monumental challenge at the time when the largest programs involved
fewer than fifty thousand lines.55

It is estimated that this effort doubled the number of programmers in
the United States within a few years, providing as much programmer
training as every computer manufacturer combined, multiplied by a factor
of four. In addition, between 1963 and 1966, Title 8 of the National
Defense Education Act paid for the training of thirty-three thousand
computer personnel, at a time when IBM, the biggest computer company,



trained ten thousand annually.56

Ironically, by the time anti-bomber defense systems were up and
running, the development of Soviet missile technology made them largely
irrelevant. In the bigger scheme of things, including the competition
between the United States and the Soviet Union, the much more important
development was that general-purpose digital computers were now well on
their way in America.57 There is no better way to see this than to consider
the story of IBM.



INCREASINGLY BIG MACHINES

The rise of International Business Machines was remarkable—and perhaps
the first modern role model for technology companies. In 1929, IBM,
primarily a manufacturer of punch card machines, employed 4,400 people.
It was a relatively small company.58

Army and navy intelligence during World War II had used a large
number of IBM punch card machines, which were highly efficient
peripheral devices.59 By early 1950, the company had 27,751 employees,
making it a large firm but still not an economic behemoth.

The first major IBM move into the transistorized digital computer
business was a machine known as Stretch, because it stretched the
technical capabilities of the organization. Developed at first for the Los
Alamos Scientific Laboratory for use in atomic weapons testing, Stretch
was also sold to the National Security Agency.

IBM reportedly did not make money on this early machine, but the
knowledge created inside the company led directly to the development and
then sale of two hundred IBM 7090s, which were highly profitable—and
then to the IBM System 360, which was also a great success. There was,
understandably, a close relationship between IBM and its government
clients—almost no one in the private sector could afford these enormous
and enormously expensive machines.60 In the 1950s, more than half of
IBM’s revenues from domestic electronic data processing came from two
programs—a guidance computer in the B-52 bomber and air defense.

The government was not just a customer; it was also funding the
innovation behind these machines. In 1963, the government paid for 35
percent of IBM’s R&D in computing—as well as 50 percent of R&D at
Burroughs, and 40 percent at Control Data, both competitors to IBM.61

From the SAGE experience, which began with a contract in 1952, IBM
developed expertise in producing inexpensive and dependable core
memory, as well as printed circuit boards. Total IBM domestic
employment in 1955 was thirty-nine thousand, of which seven to eight
thousand worked on SAGE.62

The lessons learned from working on SAGE were applied to SABRE,
its Semi-Automated Business Research Environment. Operational in 1965,
this was the first real-time transactions processing system in commercial
use, and versions were developed for myriad applications.63



IBM’s rise continued to be meteoric. Employment grew to 94,912 in
1960, 238,662 in 1970, and 337,119 at the start of 1980.64 Even more
striking: in 1970, the dollar value of IBM shares outstanding (its market
capitalization, reflecting expected future profits) was worth 6.8 percent of
the entire US stock market—the highest relative valuation of any
American company since World War II. In the Fortune 500, a ranking
based on revenues, IBM rose from #61 in 1955 to #5 in 1970.65 IBM had
become one of the largest and most valuable companies in the world.

Did the government support IBM’s research or serve more as a buyer
of its specialized products? Actually, it did both—and both were essential
in encouraging investment in this area. And the same was true of what
proved to be the major improvement in the underlying technology—the
development of integrated circuits and the associated miniaturization of
computer hardware.



MAJOR IMPACT FROM SMALL TRANSISTORS

The transistor was invented at Bell Labs in 1947. Phone companies used a
large number of vacuum tubes to alter the flow of electrical current in their
systems. Tubes worked well for a long period of time, but they were large,
got hot, and were also prone to break. The Bell Labs transformative
innovation—assisted in part by wartime work related to radar systems,
which needed to be robust—involved creating a component with the same
functionality but on a piece of silicon.

In 1956, one of the inventors, William Shockley, moved to the San Jose
area and opened a company that attracted a great deal of scientific talent.
Within about a year, however, he sufficiently annoyed eight key
employees—who left to found Fairchild Semiconductor and to invent, in
1959, the silicon integrated circuit.66 Multiple transistors could now be
created and connected on the same piece of silicon. By 1962, Fairchild
could produce an integrated circuit with a dozen transistors; modern
computers have billions of transistors on a chip.

This is a terrific story of private-sector innovation—and the most
important reason why a microelectronics industry developed in what we
now call Silicon Valley. Less emphasized in the popular mythology is the
fact that the R&D behind the integrated circuit was largely paid for by the
government. In the early period, 1949–1958, about 25 percent of the Bell
Labs semiconductor research budget was funded by the military. In 1959,
85 percent of US electronics research was paid for by the federal
government—and defense funded nearly half of all semiconductor R&D
from the late 1950s to the early 1970s.67

The military was the primary customer at first. In the early 1960s, the
air force decided to use integrated circuits in the Minuteman II missile; in
1965, these purchases accounted for about one-fifth of sales. Integrated
circuits were not used in commercial computers until 1965.68 NASA and
the military were by far the most important clients of the semiconductor
transistor business in the early days—their computers needed to be
lightweight and tough enough to withstand the effects of acceleration;
vacuum tubes were not suitable.69

One of the most significant developments of this period was the birth of
the Defense Advanced Research Projects Agency (DARPA). DARPA was
founded in early 1958, in direct response to Sputnik. DARPA gets a great



deal of well-deserved credit for supporting innovation, but seen in the
historical context, it was building on the tradition established by the navy
and air force—albeit with greater focus on projects with high potential
payoffs and greater risks. As one official put it, “If none of our programs
fail, we’re not stretching far enough”; another said, “If half the people
don’t respond to a publicly announced challenge saying it’s impossible, we
haven’t set the bar high enough.”70

Among DARPA’s more remarkable achievements: helping to create
what became the internet, as well as more broadly supporting the
development of computer science departments around the country.
DARPA also gets an assist in the development of GPS (through the Transit
satellites), speech translation, stealth planes, and gallium arsenide (a high-
performance semiconductor).71 The agency claims contributions to the
development of drones and flat-screen displays. The development of
artificial limbs has also benefited from DARPA investment.72

Almost everything about your computer today—and the way you use it
—stems from government funding at the early stages.73 Strategic support
provided by ONR, the air force, and DARPA stands out, including the
development of various dimensions of what we now regard as the
completely ordinary ways in which we interact with computers, such as the
mouse and the graphical user interface (including the funding used by
Douglas Engelbart that led to the Mac and Windows operating systems;
see Chapter 4).74 In the 1950s, about eighty different organizations
produced computers—the military and defense contractors bought or
otherwise paid for almost all of the first machines produced by every
single one of these groups.75

Much like the period after World War II, the government matched this
increase in technological demand with an increase in the supply of skilled
workers. The government funded the development of computer science
departments primarily through purchasing equipment, funding research
through grants, and providing fellowships for graduate students. Between
1981 and 1995, the federal government purchased roughly 65 percent of
equipment used in computer science departments.76 The government also
funded the formation of research networks, such as hooking universities up
to the Advanced Research Projects Agency Network (ARPANET), which
later became the basis for the internet.77

At the end of the 1990s, federal funding accounted for about 70 percent
of computer science and electrical engineering research accounts at



universities.78 This funding not only produces useful research but has the
added benefit of supporting graduate student education. These graduate
students often go on to found new companies that are the high-tech
backbone of America.

DARPA has also funded some impressive failures, such as the National
Aero-Space Plane, an attempt to make a plane that could take off from a
runway, fly into space, and then return. Another expensive apparent dead
end was the Strategic Computing Initiative, a 1980s effort to create some
form of artificial intelligence. Yet even such failures create new
knowledge and have an impact over time—the more modern resurgence of
AI research, including in self-driving cars, can be traced back to DARPA-
funded work.79

Moreover, if the United States had not moved first, other countries
could have made the early breakthroughs. There was some good work with
analog computers in Germany, and some of this continued after the war.
The Soviet Union was also early to realize the need for faster computation
—thinking along similar military lines as the United States. And the UK
had strong early efforts, including its wartime Colossus code-breaking
machine and the postwar ACE system, on which Alan Turing, the British
World War II math genius, worked. The British fell behind only later
during the 1960s when IBM was finally able to convert what it had learned
from military work—primarily on the SAGE air defense system—into
commercial application, particularly the System 360.80



THE MILITARY-INNOVATION COMPLEX

Plenty of things went right with the US wartime scientific push and with
the systems that developed subsequently. It is hard to criticize the pace and
scale of what was achieved during World War II, and subsequent
government-supported developments in computing, aircraft, and medicine
are nothing short of amazing.

By 1950, there were 130,000 engineers and scientists “engaged in
research and development.” The “military research budget” employed
nearly half of these people.81 The military skepticism that had greeted
Vannevar Bush in 1940 had completely disappeared. Writing in 1970,
Bush himself put it this way: “The obstructionism of military systems, as it
existed for a thousand years, ended with the last great war [World War II].
It is far more possible today to maintain a productive collaboration
between military men on the one hand and civilian scientists and engineers
on the other than it ever was before. The scene is changed. It changed
when the atom bomb exploded.”82

Over the fifty years since 1941, innovation contributed to perhaps as
much as half of US economic growth.83 Some of the effects were
immediate, but most took time to show their full effects—there are plenty
of lags in how technology develops and affects the far corners of the
economy.

For a plausible long-term perspective, look at the US labor market fifty
years after Vannevar Bush walked into FDR’s office. In 1992, there were
479,000 people working in computer hardware, 366,000 people in
communications, 450,000 people in software, 895,000 people in
aerospace, and 317,000 people in semiconductors.84 Another 72,000
people worked in biotech, which at the time was still a young sector.
Average pay for employees in these sectors was 60 percent higher than the
average for all workers. In all these sectors, there was a long history of
public support for research and development, which had proven highly
complementary to private efforts.

At the same time, three elements of the public R&D machine that
began during World War II must be regarded as storing up potentially
difficult issues for the future.

First, the wartime effort was focused on harnessing science to more
effectively kill people, including civilians, through bombing and other



means. By 1945, Vannevar Bush and his colleagues, to be fair, were
emphasizing peaceful uses for new technology, including advancing
science to save and improve lives. However, the practice of research
remained deeply intertwined with national defense; increasingly, this
relationship caused unease in some quarters.

Second, there were relatively few large contractors for the development
of military technology, creating potential monopolies or overly cozy
relationships with the customer, particularly the Department of Defense.
Between 1940 and 1944, the US government placed over $175 billion of
prime defense contracts with US corporations; two-thirds of these awards
went to only one hundred companies and 20 percent to only five
companies.85 In part, this concentration of opportunity reflected who had
existing design and manufacturing capability. It was also partly due to the
economies of scale that were realized when particular firms could
specialize.

Third, there was a concentration of research funding in a small set of
elite universities. Large contracts were handed out to major research
universities, such as MIT, Harvard, and Berkeley, without much scrutiny
or oversight. MIT was “the largest single recipient of wartime research
contracts”: $56 million from OSRD—large relative to the $250 million in
contracts for universities and even relative to the $1 billion in total
contracts received by private industry.86

The elitist allocation of large-scale government funding was focused on
universities that were leading the pack at the start of the war—but also
those that were in the close orbit of Vannevar Bush, Alfred Loomis, James
Conant, and a few others. As a source of geographical polarization and
potential grievance, this was to have profound consequences in the coming
years—limiting the breadth of support for the science sector and ultimately
weakening the development of technology.

By the end of his time in office, even Eisenhower famously worried
about the potential downside of relying on what he called the military-
industrial complex. What if this interest group created an incentive for war
or could not think beyond its own self-interest?

Or what if the scientists, with their newfound prestige and funding—
and their ability to wrap themselves in the national interest—found
themselves in conflict with politicians regarding how new technology
would be used?



3

Descent from the Heavens

I am sure that at the end of the world—in the last millisecond of the Earth’s
existence—the last human will see what we saw.

—George Kistiakowsky, in reaction to witnessing the first nuclear bomb
explosion, Alamogordo, New Mexico, on July 16, 19451

IN 1945, SCIENCE WAS RIDING HIGH. SCIENTIFIC INVENTION WAS REGARDED

BY AMERICANS as prestigious, and scientists were involved at the top levels
of decision-making, including with regard to national security.2
Particularly on atomic matters, they were experts with indispensable
knowledge.

There was a further surge of support—and government funding—after
Sputnik. In 1960, Time named America’s scientists as Person of the Year,
and the magazine’s tone was one of optimism: “1960 was the richest of all
scientific years and the years ahead must be even more fruitful.”3 Federal
government support for research and development reached almost 2
percent of GDP in the mid-1960s, at the height of the Apollo program.

Today, however, the situation is quite different. We spend only about
0.7 percent of GDP on publicly supported science, and scientists now have



less political clout.4 President Eisenhower responded to the Sputnik crisis
by appointing James Killian, president of MIT, as his science advisor; the
announcement was well received as a signal that serious thinking would
take place behind the scenes.5 In contrast, President Trump’s science
advisor was not appointed until eighteen months after his new
administration took office.6

Science—and scientists—have become controversial and less
universally respected. When did this happen and why? Three issues stand
out as contributing to the erosion of scientists’ access to power and to
budgetary dollars after 1945.

The first is that postwar expectations for science—particularly atomic
energy—were exaggerated. This is perhaps understandable given the speed
with which enormous advances were made in the early 1940s. Still, an
essential part of the backdrop is that science failed to deliver as promised.

Even worse, the potential danger of unintended consequences was
underemphasized by political leaders and some of their high-profile
scientific advisors. The original sin may have been to underestimate the
risks associated with radiation, in weapons testing and through accidents,
and particularly with regard to handling nuclear waste. Once undermined,
public trust in atomic power proved hard to rebuild. This loss of credibility
proved contagious. If the government and its technical experts could be
wrong about radiation, what else might they be concealing?

The second and more dramatic issue was growing disagreement
between scientists and politicians. By the 1960s, some senior scientists
were becoming skeptical about how technology was being used in the
name of national security. The bombing of North Vietnam was a
particularly controversial issue, with politically plugged-in scientists on
both sides of the issue and a heated debate behind closed doors.

Matters became more public at the end of the 1960s, under Presidents
Johnson and Nixon. These presidents wanted to build high-profile pieces
of hardware, in particular a supersonic jet and an antiballistic missile
system. Top science advisors—insiders with access to the corridors of
power—expressed reservations, and even in some instances helped
opponents of the administration win the congressional debate against the
proposed systems. Politicians did not soon forget this perceived betrayal,
and political leaders control the purse strings.

Finally, the rise of the anti-tax movement reshaped how Americans
think about what government should do. In the recurring budget debates



since the 1970s, science has been repeatedly squeezed. We still fund
science, particularly when there is a potential national security dimension,
but at a much lower scale relative to the size of our economy.

Understanding this erosion of political support for science spending
matters today. It is not enough to propose specific projects or to create
moments of enthusiasm. Government support for research and
development has greater effects when it can be sustained.



A VERY BIG BANG

When Vannevar Bush argued for the establishment of the NDRC in mid-
1940, the potential power of uranium fission was not yet widely
appreciated. There had been steady theoretical advances before 1940, and
Ernest Lawrence, a physicist at Berkeley, won the 1939 Nobel Prize for
inventing the cyclotron—the first particle accelerator, which created new
possibilities for work at the atomic level. Meanwhile, in Europe, progress
with some other parts of the basic science was moving fast; the first
splitting of the uranium atom took place in Germany in December 1938.

James Conant, president of Harvard, was sent to the UK in early 1941
to investigate further. The British were cagey about what they knew—
despite the previous year’s Tizard mission, they were not keen to reveal
that they now thought an atomic bomb was feasible. Then Frederick
Lindemann, Churchill’s scientific advisor, privately convinced Conant that
an atomic bomb was feasible. And if the British might be close to making
it work, could the Germans be far behind?7

Vannevar Bush was initially skeptical but quickly became persuaded,
in part because of his assessment of German capabilities.8 Once
convinced, Bush—in typical fashion—agreed to organize a major effort,
with Conant, Lawrence, and Alfred Loomis helping to bring scientists on
board.

In an exception to the rule for almost all other major technology
developed under the NDRC/OSRD during the war, the military was
formally put in charge of the overall project, with Major General Leslie
Groves in command. Even Groves had to concede scientific leadership to a
civilian, Robert Oppenheimer.9 And the scientists, even while secluded at
Los Alamos, were not subject to standard military discipline. Invention
needed creative space for the inventors.

It also needed money. As a matter of urgent national priority, civilian
scientists had been encouraged to spend whatever was necessary to build a
viable bomb. This proved to be a large amount of taxpayer money. From
1942 to 1946, the Manhattan Project received over $1.5 billion of funding,
with funding in its peak year reaching 0.4 percent of GDP (the same
percentage of GDP is about $80 billion today).

The role of scientists as shapers of policy was evident at the highest
level. In 1945, President Truman convened what was known as the Interim
Committee to advise him on whether to use the atomic bomb against



Japan; this group included Bush, James Conant, and Karl Compton among
its members. Bush and his colleagues had long argued for scientists to
share responsibility at the highest possible level of military strategy, and
now they had it.10

By the end of July 1945, there was no denying that the world had
changed. Either a country would have the most modern science and the
latest weapons, or it would not. And the frontier, in terms of the military
equipment and how to use it, was now likely to move fast.



GREAT EXPECTATIONS

In the immediate aftermath of World War II, American enthusiasm for the
potential of new technology—and the benefits it could bring—was almost
unlimited.11 The atomic bomb had moved from theory to detonation in less
than a decade, so who knew what could come next. From the public
perspective, the prospects for an atomic age seemed literally incredible.

The academic experts were on board. Nine big-name northeastern
universities jointly created Associated Universities Incorporated in 1946.12

The goal was to manage complex projects, and Brookhaven National
Laboratory—for atomic energy research—was their initial project.13

Even the atmospheric testing of atomic bombs was almost fashionable
at first. Aiming to catch the cultural moment created by the demonstration
of power in a nuclear test on Bikini Atoll in the Marshall Islands on July 1,
1946, the bikini design for swimwear was invented (and registered as a
trademark) by a Parisian designer, Louis Réard.14 A leading rival
swimsuit, designed by Jacques Heim, was named the Atome.15

The political vision was not just about building more effective
weapons, at least at the level of political rhetoric. In December 1953,
President Eisenhower announced an Atoms for Peace program, which
included building nuclear reactors and sharing atomic technology with
countries seeking economic development. This program remains
controversial in terms of its motivation and impact, but there is no question
about the promise behind the idea that atomic power could be useful for
purely civilian purposes and with great positive impact.

Atomic power could be harnessed in myriad ways, including to drive
vehicles or planes. As late as 1960, the US Air Force still had a nuclear-
powered bomber under development.16 In 1958, one company announced
a potential atomic pen, and another raised the possibility of a nuclear-
powered car.17 Nuclear weapons could also be used to dig very large holes
—for example, to expand the Panama Canal.18 There was serious
discussion of building atomic engines to power spacecraft; multiple
“nuclear thermal rocket” prototype engines were successfully tested in a
fifteen-year program that ran into the 1970s.19

In the 1950s, the chairman of the Atomic Energy Commission even
promised that electricity might soon become effectively free, with implied
positive effects for the economy.20 The idea that atomic power might not



be entirely safe rarely came up.
The first domestic US nuclear power plant opened in 1957. The pace of

construction stepped up during the 1960s, and thirty-seven plants were in
operation by 1973. In retrospect, however, the tide of ideas had started to
turn much earlier, with growing public concern about radiation.21



RADIATION POISON

In a caustic 1950 volume, Science Is a Sacred Cow, Anthony Standen
argued that much of the newly acquired prestige of science was at best
exaggerated. In his view, this led to overconfidence or even arrogance:
“Completely gone is any pretense of inculcating the virtue of reserving
judgment until all the facts are in.”22 Harsh words, and very much against
the grain of public and professional opinion in that moment. But also
prescient—as became vividly illustrated by a key side effect of atomic
weaponry and power.

Immediately after the bombing of Hiroshima and Nagasaki, the
Japanese authorities reported cases of radiation poisoning—a fact disputed
by the American military. Writing in the New York Times, with a byline
dated September 9, 1946, prominent science writer William L. Laurence
claimed to have seen evidence clearly refuting claims that radiation could
become a significant cause of death.23 Senior officers were keen to
downplay the idea that radiation would have long-lasting effects on people
and places.

The military was wrong about radiation; the effects in these specific
instances subsequently proved significantly more negative, including a
higher incidence of cancer, birth defects, and—in cases of very high
exposure—rapid death.24 Moreover, the New York Times neglected to
disclose that Mr. Laurence had been seconded to the US military and was
essentially presenting the official views disguised as independent
reporting.25 Laurence was a journalist, not a scientist, but the line between
independent expert assessment and the official press line was starting to
blur.26

Fear of radioactive fallout had spread in the 1950s, particularly as a
result of atmospheric nuclear tests, and some prominent scientists had
backed the case for a test ban.27 There were close to 120 nuclear weapons
tests in 1958, and in February that year, the issues were brought alive in a
dramatic television debate between well-informed experts who strongly
disagreed: Edward Teller, inventor of the H-bomb, and Linus Pauling,
winner of the 1954 Nobel Prize for chemistry. Teller was a master of
rhetoric: “Now let me tell you right here, this alleged damage which the
small radioactivity is causing by producing cancer and leukemia has not
been proved, to the best of my knowledge, by any kind of decent and clear



statistics.”28 He went on to suggest “there is the possibility, furthermore,
that very small amounts of radioactivity are helpful.” In retrospect, he was
far too sanguine.29

It’s hard to say who won that particular debate, which included
questions of values and how to think about the Soviet Union. More
broadly, however, people became increasingly worried about the
unintended consequences of new technology and tended no longer to
believe government assurances. The failure to deliver on postwar
expectations was becoming a bigger concern.

Political leaders—and the military who worked for them—wanted
technology to serve their version of the national purpose. Facts about side
effects were inconvenient and brushed aside. To be fair, some scientists
had great reservations from the beginning about the way in which nuclear
technology was being developed.30 Others saw the world through more
rose-tinted glasses, at least until the broader debate about technology
began to shift in the early 1960s.



SILENT SPRING

Silent Spring is a vivid and compelling book. Rachel Carson was a well-
established science writer, a marine biologist specializing in explaining
phenomena of the sea for broad audiences. The Sea Around Us won a
National Book Award in 1952, and The Edge of the Sea, published in
1955, was also a best seller. But she is remembered primarily for the 1962
publication and subsequent impact of Silent Spring on the use and abuse of
pesticides in American agriculture.

Carson’s critique was not so much of science but rather of the careless
way new scientific discoveries were being applied—by firms in the private
sector, with government connivance. Drawing a parallel with the insidious
and initially invisible effects of radiation, she argued that American
communities were being poisoned by the overuse of pesticides, the
chemical DDT in particular.31

In 1939, Paul Müller, a Swiss scientist, had discovered that DDT was
effective in killing insects, including mosquitoes that transmit typhus and
malaria. Shipped to the United States in 1942, this insecticide was quickly
put into mass production and was used widely by the US military in its
operations around the world—beginning with the successful effort to quell
an outbreak of typhus in Naples in October 1943. Tests in Italy and
Greece, supported by the Rockefeller Foundation, found that malaria
incidence could be reduced dramatically.32

The chemical industry swung into high gear, and around 1.35 billion
pounds of DDT were used in the United States over the next three
decades.33 The US Department of Agriculture (USDA) had some
reservations as it became clear that DDT could have adverse effects on
animals that were not pests, and from 1957, there were some limitations
placed on where DDT could be used. At the same time, however, USDA
officials and scientists remained in favor of widespread agricultural use,
including for cotton, peanut, and soybean crops.

As Carson pointed out, however, the USDA was slow to recognize the
way in which a wide variety of insecticides negatively impacted benign
insects, as well as birds and the broader ecosystem. There were also
legitimate concerns about the impact on people, including death as a result
of acute exposure and possible connections to cancer (this is still disputed
for DDT).34



Carson was no technophobe; she was well aware of the benefits of
technology applied to agriculture. She was also making a profound
observation about the development of technology—unintended and
unfortunate consequences could easily predominate, and the Department
of Agriculture stood accused of encouraging excessive risk taking with
human health in pursuit of higher yields.35 Carson’s first New Yorker
article on this topic emphasized the parallel with radiation.36

Carson’s arguments were widely embraced by the public, by opinion
makers, and even by politicians.37 There was a strong reaction from the
chemical industry—arguing that Carson was exaggerating and even
mistaken on key facts. DDT was banned from most uses in the United
States in 1972, although the debate, remarkably, continues more than fifty
years later.38

Irrespective of how you view the merits of DDT, it is undeniable that
Silent Spring’s impact was felt immediately and profoundly.39 In the post–
World War II American love affair with—and generous funding levels for
—science and its applications, Carson sounded a major discordant note.40

By the mid-1960s, many people, including scientists, were increasingly
skeptical about the uses to which science was being put.41

The environmental movement emerged energized and with more
support from the 1960s, based on multiple legitimate concerns.42 Among
these was the simple and increasingly obvious point that the promise of
science had been overstated by people in positions of private-sector and
governmental power. And the pursuit of profit meant that important
unintended effects, including health effects that might manifest only over
time, were ignored or downplayed. Rachel Carson’s contribution was just
the beginning of a much longer debate about how best to protect or help
the environment.

Subsequently, of course, the nuclear accidents at Three Mile Island
(1979) and Chernobyl (1986) made the painful point that the civilian
benefits of nuclear technology had been overstated (free electricity!) and
the risks understated (radioactive waste). Managing these kinds of
complex systems also proved harder than the experts had imagined.43

Between 1977 and 1989, forty reactor construction projects were canceled
in the United States.44 From the late 1970s through 2013, no new reactors
were built.45 Rachel Carson had drawn an even more powerful parallel
than she’d realized.



The reaction to Silent Spring represented a turning point in popular and
political views on the application of new technologies. No longer would
citizens automatically accept the word of scientists at face value. The
relationship between science, government, and the military was also
increasingly called into question.

At the same time, ironically, another divide was opening up that would
have an equally damaging impact on publicly supported science—this time
between the scientists and the politicians who provided their funding.
There is no better way to convey the breakdown in this relationship than
by reviewing the career of George Kistiakowsky.



KISTIAKOWSKY’S JOURNEY

George Kistiakowsky experienced the twentieth century in unique fashion.
Born in 1900 in Kiev, Ukraine, he not only had a ringside seat for the
Russian Revolution but also briefly joined the ill-fated White Army in its
fight against the Bolsheviks.46

Following his escape from the Communists, Kistiakowsky completed
his education at the University of Berlin, immigrated to the United States
while still a young man, joined the faculty of Harvard, and established
himself as one of the country’s leading chemists. It was no surprise when
Vannevar Bush appointed him to head the wartime work of the NDRC on
explosives.47 In October 1943, with the Manhattan Project struggling to
figure out how to start a chain reaction, Kistiakowsky was brought in to
solve the problem—which he did, to great professional acclaim.48 Building
on this experience and reflecting the growing importance of America’s
nuclear arsenal, Kistiakowsky was an obvious choice as a next-generation
leader on science policy.49

Appointed to the Science Advisory Board of the air force chief of staff,
Kistiakowsky helped convince the air force to develop intercontinental
ballistic missiles (ICBMs), moving them away from reliance on long-range
bombers. He was an expert on right-sizing the warhead, including facing
down pressure from Vice President Nixon, who wanted to build something
bigger, presumably for the symbolism. “Couldn’t we afford it?” Nixon
reportedly asked. Kistiakowsky and his colleagues prevailed, because the
facts and the science mattered.50

In 1959, Kistiakowsky became chief science advisor to President
Eisenhower—the second person ever to hold that position. Few scientists
knew more about how the military worked, and Kistiakowsky had become
acutely aware of the potential for mass destruction. Kistiakowsky was
influential in assessing the feasibility of US war plans and, in that context,
began to suggest setting limits on nuclear testing.51

In 1960, Kistiakowsky was concerned about the Soviet missile threat,
perhaps more so than was Eisenhower.52 The more he learned, however,
the more Kistiakowsky felt information was being distorted within the
decision-making structure. Looking back at age eighty-one, he put it this
way: “As I got up higher and higher on the rungs I began to realize that
these policies were based on frequently very distorted, sometimes



deliberately, intelligence information.” The bomber gap, the missile gap,
and all the other supposed gaps vis-à-vis the Soviets were greatly
exaggerated, at least in his retrospective view.53

In 1965, Kistiakowsky was disappointed when it became apparent
President Johnson would ignore the recommendations of a task force on
preventing the spread of nuclear weapons.54 The Vietnam War,
particularly the bombing of North Vietnam, only increased Kistiakowsky’s
disquiet. President Kennedy had asked the Presidential Scientific Advisory
Committee (PSAC) for ideas on Vietnam, but Johnson seemed much less
interested in input.55

Matters came to a head in 1966, when Kistiakowsky worked with a
group of scientists who attempted to design a barrier of button-sized
electronic sensors that could be used to prevent infiltration into South
Vietnam. From Kistiakowsky’s perspective, this would be an alternative to
bombing North Vietnam. Robert McNamara solicited the idea but never
seemed fully committed.56 The air force, once the sensors and related
technology were available, seemed to regard it as a complement to—rather
than a substitute for—bombing. The scientists themselves were
increasingly divided, based in part on how skeptical they were of what the
military wanted to do.57

Kistiakowsky came to feel that he and his scientific colleagues were
being manipulated by the Pentagon to simply justify more bombing, and
he severed his government connections.58 He subsequently became active
in the Council for a Livable World, founded by another atomic pioneer
working for arms limitations.59

Interviewed in 1980, Kistiakowsky expressed his extreme reservations
about the military and the way that science had been used in the Cold War.
Even inventors of the atomic bomb were turning against what science
policy had become—or how it was being used.



POLITICIANS VS. SCIENTISTS

The reservations about Vietnam expressed by Kistiakowsky and other
scientific advisors opened a rift that only widened in subsequent years. In
David Halberstam’s influential assessment, highly qualified people held
positions in government during the Vietnam War period and ended up
making decisions with deeply unfortunate consequences.60 Kistiakowsky’s
career and the fate of science advisors more broadly illustrates an
additional dimension of what happened. In the 1940s and 1950s,
politicians listened to their scientific advisors, in part because the issues
were technical. Could we build a hydrogen bomb, would missiles work,
and even should nuclear testing continue to take place aboveground? There
remained many technical issues also in the 1960s, and science advice was
still welcome, but under President Johnson, and then President Nixon,
politics moved to the forefront.61 When scientific advice collided with
what politicians wanted to do, the result was protracted struggle.

That was the case, for example, with the development of supersonic
civilian aircraft, originally floated under President Kennedy and pushed
forward, despite some expert skepticism, under President Johnson and
again under President Nixon. The scientific issue was quite simple—the
plane created a sonic boom that was vastly louder than the noise created by
a regular jet plane. Residents of Oklahoma City were subjected to this
level of sound for six months during 1964, by way of experiment. More
than fifteen thousand people filed complaints, and five thousand filed
damage claims. Not surprisingly, local residents felt the noise level was
unacceptable.

Scientists raised concerns about these side effects, along with the small
associated benefits of supersonic planes relative to traditional air travel.
Prominent former science advisors spoke against the design in
congressional testimony. Russell Train, chairman of the Council on
Environmental Quality (under the White House) appeared before the Joint
Economic Committee in May 1970 and emphasized the potential issue of
stratospheric pollution.62 Another congressional witness was Richard
Garwin, who had been a confidential advisor to the White House on
supersonic travel. He stated that supersonic jets would generate airport
noise that “is far beyond the maximum acceptable for jet aircraft now.”63

The US aircraft industry wanted to build the plane, and influential



nonscientists in policy circles thought that it would boost US prestige—
and match the Concorde, which was developed by the British and the
French during this period.64

In the end, the opposition scientists prevailed. Funding for the
supersonic aircraft was withdrawn, much to the annoyance of the White
House and to the delight of Senator Bill Proxmire, who had summoned the
scientists to testify. Proxmire felt that the program had been revealed to be
nothing more than excessive government support for private business:
“We were financing a completely private, commercial enterprise with
hundreds of millions of Federal research dollars.”65

The conflict between independent science and establishment politics
came to a further dramatic head under President Nixon, when current and
former members of the President’s Science Advisory Committee publicly
challenged the administration’s proposal for antiballistic missile systems—
intended to shoot down or divert incoming nuclear warheads (a difficult if
not impossible proposition).66 As the Soviet Union and China built nuclear
weapons, pressure had developed for some kind of antiballistic missile
defense. Large-scale systems had proven prohibitively expensive and of
dubious value, so President Johnson’s Defense Department proposed the
“lighter” or less comprehensive coverage that could (arguably) be
provided by the Sentinel program. By the time Richard Nixon was elected
president, Sentinel (rebranded as Safeguard) had become intensely
controversial—with people living in “protected” cities taking the view that
the system just made them into more prominent targets.

Part of the political pushback came from local people in places like
Seattle and suburban Chicago, who became concerned about the risks of
nuclear accidents that might be associated with antiballistic missile (ABM)
bases. The military initially refused to discuss the details, arguing that
much of the information was classified. However, when nuclear physicists
weighed in with their negative assessments, the Pentagon was forced into
an all-out publicity effort.67

Most notable in this fight over ideas was the role of physicists from the
Argonne National Laboratory, located near Chicago.68 In November 1968,
despite working for the government, John Erskine, David R. Inglis, and
their colleagues took the lead in organizing and disseminating information
that was directly counter to what the administration was trying to achieve.

General Alfred Starbird, head of the army’s Sentinel program, insisted,
“There cannot be an accidental nuclear explosion.” George Stanford, one



of the Argonne scientists, rebutted this as “a ridiculous statement.… They
have circumvented a lot of possibilities, but they still have the human and
mechanical components to consider.”69 In town hall–type meetings, the
physicists prevailed in swinging local opinion against the ABM bases.70

Former members of PSAC testified in Congress against the Sentinel
program. One senator reportedly remarked that he was “unable to find a
former presidential Science Advisor who advocates the deployment of the
ABM program.”71

Nixon initially wanted to the keep the program, but the opposition
became too widespread, and Congress declined to fund the proposed
version.72 When Franklin Long, a chemist from Cornell, was proposed to
be the next science advisor, President Nixon turned him down—apparently
because Long had opposed the ABM program.73 Soon after that, Nixon
eliminated the science advisor position and actually shut down the
PSAC.74 Scientists had won the battle over Sentinel, but their privileged
relationship with power was further eroded. Speak truth to authority—and
authority will cut your funding.

Killian and Kistiakowsky had been remarkably successful as science
advisors, participating in the creation of NASA, improving weapons, and
even pushing for arms control.75 Within the White House, their voices
were authoritative, and they were backed by physicists and others who had
worked together under Vannevar Bush’s World War II effort. It helped
that they worked on well-defined technical questions, such as whether to
switch from bombers to missiles as a defense priority and how to think
about a potential ban on nuclear weapons testing.

By the late 1960s, in contrast, even the strategic defense questions had
become complex in political terms and less amenable to technical solutions
—this was exactly Kistiakowsky’s experience with Vietnam. The change
was not that science was becoming harder—inventing the atomic bomb,
based only on relatively new theory, was at least as hard as building
missiles. But missiles seemed increasingly irrelevant—or an expensive
distraction—as attention turned to civil rights and debates about the causes
and effects of poverty. At the same time, science was facing a new
pressure it hadn’t seen in decades: a squeeze on its funding.



PUTTING THE BRAKES ON THE UNIVERSITY GRAVY TRAIN

Perhaps the hardest-hitting critique of the 1960s was also the most
lighthearted. In a series of Science articles, culminating in The Politics of
Pure Science (published in 1967), Daniel Greenberg peeled back the
mystique of modern science, exposing the same sort of pursuit of subsidy
we see in all other industries. Science had virtually unlimited access to
funding in the early 1960s, and this generated resentment.

Greenberg created the humorous character of Dr. Grant Swinger,
director of the Breakthrough Institute and chairman of the board of the
Center for the Absorption of Federal Funds.76 Among Dr. Swinger’s more
memorable proposals was the Transcontinental Linear Accelerator
(TCLA), designed to run from Berkeley to Cambridge, “to pass through at
least 12 states, which means 24 senators and about 100 congressmen could
reasonably be expected to support it.” The route might even skirt “several
congressional districts which went against the administration in the last
election.”77

In retrospect, Greenberg’s critique was the beginning of the end for
unchecked scientist access to federal funds. Just as concerns about the
environmental damage of scientific advancement were gaining traction on
the left, concerns about the Bush model of endless subsidies for
academically led science were starting to increase. And these concerns
found their focus on the other side of the aisle.

On the right of the political spectrum, skepticism about science can
perhaps be traced back to the anti-fluoridation messages of the John Birch
Society, founded in 1958.78 Senator Barry Goldwater’s election campaign
in 1964 can be seen as foreshadowing important Republican messages of
the current era, including small government, but there was no evident
opposition to science in general and certainly no concern expressed about
the application of science to warfare.79 “Among Goldwater Southerners,
even thermonuclear warfare gets identified with regional pride, sentiment,
and rancor.”80

Richard Nixon’s position on science was more complex or perhaps just
ambiguous. He created the Environmental Protection Agency (EPA),
addressing issues raised by the growing environmental movement. But
libertarian groups and others on the right had begun to raise questions
about whether federally supported research was truly useful. Was this



money just being used to support what had become hotbeds of left-wing
protest—the universities?

In the account of one key aide (speechwriter and later presidential
candidate himself), Pat Buchanan, a turning point for Nixon’s 1968
presidential bid came with student unrest in the spring of that year,
particularly the occupation of buildings and other actions on the campus of
Columbia University. Nixon called this “the first major skirmish in a
revolutionary struggle to seize the universities of this country and
transform them into sanctuaries for radicals and vehicles for revolutionary
political and social goals.”81 Universities—and their government funding
—would never be seen in the same way again.

There were campus protests against the military—and against science
helping the military—on all manner of campuses, including places
previously regarded as elite.82 In 1966, there were protests against war-
related companies, such as Dow Chemical, manufacturer of napalm. Some
prominent scientists based in Boston took out a newspaper advertisement
opposing the United States’ use of chemical weapons, such as the defoliant
Agent Orange, in Vietnam; others, including from Columbia University,
made the case against antiballistic missile (ABM) systems and sites.83

There were student protests against classified defense-sponsored research
on campus.84 The Bush model was focused around the university and
assumed a tight relationship with the government. As parts of the political
establishment became suspicious of university faculty and students—and
vice versa—the Bush model became harder to sustain.

The election of 1968 arguably represented the end of the postwar
political consensus and the beginning of our modern social and geographic
polarization. Attitudes did not shift overnight, but from 1968, the rising
narrative was much more anti-government and therefore also against
government-supported activities, such as university-based research.85

Books and reports on how the government wasted taxpayer money became
a popular genre. Politicians vied with each other to make fun of federally
supported research projects.86 The federal research budget declined more
than 10 percent in inflation-adjusted terms from 1968 to 1971. The
percentage of faculty who received federal support fell from 65 percent in
1968 to 57 percent in 1974.87



THE PURSE STRINGS TIGHTEN

These political shifts coincided with America’s greatest technological
achievement to that date—putting a man on the moon in July 1969. But
this also meant that the space mission, as defined by President Kennedy,
had been accomplished.

At the same time, the United States was facing budgetary pressures at a
level not seen since the cost of fighting World War II. The United States
spent about $168 billion on direct military operations in Vietnam, 1965–
1972, which would be equivalent to over $1 trillion in today’s money.
Veterans costs and support to the regime in Saigon (until 1975) added
significantly to the tab.88

At the same time, unlike World War II, the United States was not just
trying to restore its preferred world order outside its borders—the country
was transforming within its borders as well through the massive Great
Society programs of the 1960s. For example, Medicare, created in 1965,
provided subsidized medical care to everyone over the age of sixty-five—
and by 1970, twenty million Americans were eligible. Mandatory spending
—mostly Social Security and Medicare—jumped from 30 percent of all
federal spending in 1962 to close to 50 percent in 1975.89

Facing these budgetary pressures, President Nixon presided over an
overall decline in federally funded R&D spending.90 From 1967 to 1975,
federal support for basic research declined by about 18 percent in
inflation-adjusted terms.91 Most dramatic was the decline in funding for
NASA, the darling of the 1960s. This decline ultimately amounted to half
a percentage point of GDP ($100 billion in today’s money), perhaps the
biggest single science cutback of all time. NASA was not alone in
experiencing cuts.

In part, this decline was precipitated by pressure from Senator Michael
“Mike” Mansfield, majority leader of the Democrats in the Senate.
Criticism of the military—including its influence over the economy—had
grown during the 1960s, primarily due to the Vietnam War, but also in
reaction to what was seen as an excessive buildup of nuclear weapons.
Protests grew during 1968, including at the Democratic convention in
Chicago, when ten thousand demonstrators had violent confrontations with
local police and the National Guard—broadcast live on television.

Reacting to these events, and the pressure to curtail the influence of the



military, in 1969, Mansfield proposed a major change in how federal
research was structured. His amendment to the Military Authorization Act
forbade the Defense Department from using its funds “to carry out any
research project or study unless such project or study has a direct and
apparent relationship to a specific military function.”92

Mansfield’s view was that up to $311 million in research funding could
be switched over to civilian research efforts, as led by the NSF.93 But the
overall effect was that the NSF did not expand, other than taking over
some materials research laboratories. The squeeze on federal support for
research and development intensified, with the largest declines in physics
and chemistry.94

The employment impact of publicly funded research spending was
mentioned by analysts but largely ignored in the political discussions.95

There was little or no systematic official consideration given to how
knowledge is developed or its value as it moves across sectors of the
economy—for military to civilian use or vice versa.



THE REAGAN REVOLUTION

The divergence of interests between politicians and scientists was one
major reason for the turn away from public funding of research and
development. This was augmented by the new budgetary pressures arising
from the Vietnam War and the Great Society. But the US government still
had sufficient funds to finance ongoing research commitments. From 1950
to 1974, the United States had never had a deficit of more than 1.5 percent
of GDP that was not eliminated within three years.96 The federal budget
deficit grew to 3.3 percent of GDP by 1975, its highest point since World
War II, but fell thereafter and was down to 1.6 percent by 1979.

In the same time frame, a new force increased budgetary pressure: the
anti-tax movement. While taxes were never popular in the United States,
anti-tax sentiment picked up significantly starting in the mid-1970s. The
genesis of the anti-tax movement can be traced to California’s Proposition
13 in 1978. Proposition 13 was the first of a series of state laws that limit
the ability of localities in a state to levy property taxes. Since its passage,
nearly forty statewide tax-limiting measures have been passed by voters in
eighteen states through the initiative process.97

The anti-tax movement reached the federal level with the election of
Ronald Reagan in 1980, who ran on a strongly anti-tax platform. A weak
economy combined with the largest tax cuts of the postwar period led the
deficit to rise to a postwar high of 5.9 percent of GDP by 1983. The deficit
averaged almost 4 percent of GDP over the next decade before falling
under President Clinton to become a surplus in 1998. By 2002, due
partially to another huge round of tax cuts under President George W.
Bush, it rose again before peaking at 9.7 percent of GDP in 2009 in the
midst of a deep recession.98 The deficit has since slowly been reduced as
the economy recovered, and it is currently projected to be about 3 percent
of GDP by 2023.

Ronald Reagan favored more research, with a very specific weapons-
development objective.99 On March 23, 1983, President Reagan
announced his Strategic Defense Initiative, creating “a long-term research
and development program” with the aim of intercepting enemy missiles—
and eliminating the threat they posed to the United States. His project,
dubbed “Star Wars” was not about creating new basic science and stands
in strong contrast to, for example, the development of the digital



computer.100 Overall Department of Defense spending under Reagan rose
from $40.7 billion (0.48 percent of GDP) in 1980 to $76.5 billion (0.7
percent of GDP) in 1987.

However, while public spending on military R&D rose along with the
defense budget, by more than 40 percent from 1979 to 1988, public
spending on R&D outside the Department of Defense fell by 30 percent.
On net, despite the famous Reagan military buildup, total public R&D was
basically constant during his presidency.101

Particularly striking was reduced support for energy research.
Following the Organization of Petroleum Exporting Countries (OPEC)
embargo of 1973, atomic energy research was combined with other efforts
and placed under the Department of Energy in 1977. Significant funds
were expended amounting, at their peak, to about 0.5 percent of federal
government spending.102

However, federal government–supported energy research fell by almost
50 percent under President Reagan. The threat to national security receded
as oil prices came down, in real terms, during the 1980s. In contrast with
the Manhattan Project and the Apollo program, the client for energy
research was not directly the government but rather the private sector—
which was not consistently enthusiastic about this form of government
intervention.103

By the 1990s, the situation had shifted further against federal funding
of science. When Republicans took control of Congress in 1994, they took
the opportunity to bring pressure on the EPA and its regulations, including
the merits of the underlying science. Led by House Speaker Newt
Gingrich, the Republicans also eliminated the Office of Technology
Assessment, which had existed since 1972, but which had apparently been
too critical of the Star Wars initiative.104

The fall of the Berlin Wall in 1989 represented the end of the Soviet
threat—and this removed what had been, at least since Sputnik, the major
motivation behind a great deal of government support for science. There is
no better illustration of this than the debate over the US supercollider
facility in the early 1990s. A who’s who of physics spoke up in support of
the Superconducting Super Collider that was under construction in Texas,
which would have been the world’s most powerful particle accelerator (by
about twenty times) and would have pushed the frontier in terms of
potential discoveries for high-energy physics.105 It was to no avail—
Congress canceled the project in October 1993, in part due to large cost



overruns. With the Cold War over, the pressure to increase knowledge of
nuclear phenomena was less compelling. This time, when scientists ran up
against the politicians, the politicians won.

A major supercollider ended up being built at the CERN facility in
Switzerland. And the results in terms of new discoveries have been
impressive. At the level of pure science, researchers using the
supercollider confirmed the existence of the subatomic Higgs boson
particle.106 At a more applied level, a team in New Zealand used
technology developed at CERN—in pursuit of the Higgs boson—to
produce the first color 3-D x-ray scanner.107 There is no way to know if
this new technology would have been developed in the United States had
the supercollider been located here or whether it would lead to a new
growth sector, but these are the types of scientific investment risks that the
United States took in the 1950s and 1960s and that we no longer take.

Government spending on science experienced a slight renaissance
during the Great Recession that began in 2008—because key parts of the
Obama stimulus package were focused on investments in science and
technology, particularly in the area of clean energy. That resurgence
proved short-lived. Beginning in 2011, some politicians, particularly
Republicans in the House of Representatives, pushed back hard on the
deficit spending. In the subsequent prolonged battle over the proper role of
government, publicly funded R&D proved to be very much on the
chopping block.

The Budget Control Act of 2011 cut discretionary spending, which
includes public R&D financing, by $1.2 trillion over the next decade, with
a specific cap for each year. Subsequent budget deals doubled down on
this strategy, and the net result has been a large reduction in nondefense
discretionary spending, which fell by 15 percent from 2010 to 2014.108 As
a direct result of these budget battles, publicly financed research and
development fell from 0.98 percent of GDP in 2008 to 0.71 percent of
GDP in 2018.109



EMBRACING SCIENCE AGAIN

Think back to the spring of 1940, with Vannevar Bush about to visit the
Oval Office. The federal government had a minimal presence in
supporting science. The potential relationship between government and
academic research seemed fraught with complications. And powerful
interests—the US Navy among them—were more than skeptical about the
benefits of rapid innovation for national defense (and prosperity).

In the subsequent seventy years, attitudes changed completely. We
have embraced technology and science more than any other previous
civilization, and we have helped spread those values and this way of
organizing the economy around the world. Americans watched The Jetsons
in the early 1960s, Star Trek later in that decade (and again in most
decades that followed), 2001: A Space Odyssey (1968), and of course Star
Wars (1977) and a lot more science fiction subsequently.110

In the early twentieth century, American scientists were seen mostly as
conservative, in political terms.111 This is not surprising; they were
prosperous white men.112 Vannevar Bush and his scientific friends did not
generally express positive views about the New Deal. They went to work
for FDR and the federal government because they feared the rise of
Germany and—correctly—anticipated its science-based approach to war
needed to be matched. Almost without exception, they felt more
comfortable with Dwight Eisenhower in power.

Since that time, it seems fair to say, scientists have moved to the left
and the political spectrum has shifted to the right—in ways that are not
favorable to supporting unfettered scientific research and its
implications.113 Over the past few decades, debates about science and its
implications have been widespread and sometimes virulent, including the
validity of scientists’ views on global climate change, as well as a wide
range of other issues, such as endangered species, the dangers associated
with high levels of dietary sugar and fat, and whether abstinence-only birth
control is effective.114

The decrease in publicly funded research relative to the size of our
economy from the 1970s to the present has been significant. However,
while there have been ups and downs, over the same period, total research-
and-development spending has not declined, fluctuating since the late
1960s around 2.5 percent of GDP.



The reason is straightforward—as publicly funded research declined
relative to the size of the economy, there was an offsetting increase in
private-sector research and development. This raises an obvious and
important question: If private invention and commercialization can replace
or effectively substitute for what was previously funded by the
government, is there really a problem?



4

The Limits of Private Research and
Development

A discovery in one firm, sector or country can trigger new avenues of research,
inspire new research projects or find new applications in other firms, sectors or
countries.

—Bronwyn Hall, Jacques Mairesse, and Pierre Mohnen, leading researchers
on the economics of R&D1

THE WAY NEW PRODUCTS AND INDUSTRIES ARE CREATED IN AMERICA IS

SHROUDED IN MYTH. A person has an idea and through grit and
determination, perhaps working alone in her garage, brings it to life. She
receives the financial support she needs from farsighted investors. This
good idea is turned into a product that makes consumers happier, and
everyone—the idea generator, employer, investors—becomes rich. The
best thing the government can do is get out of the way of the development
and commercialization of those ideas.

This myth is based on some impressive examples.2 Individuals from
Thomas Edison to Steve Jobs have shown how individual initiative and



private-market financing can create amazing innovations, gigantic
companies, and profound impacts on modern life.

At the same time, this myth obscures three key realities about just how
new ideas get translated into economic output. The first, as we showed in
the earlier chapters, is that the basis for new ideas is often government-
funded research. The reason we have breakthroughs like GPS, the internet,
and most lifesaving pharmaceuticals is the underlying publicly led or
financed research that made the discovery possible.

Second, the fruits of innovation are shared widely—beyond just the
inventors. Ironically, in fact, the returns to the original inventor are
sometimes quite low. We all know about the incredible wealth of inventors
like Steve Jobs, but what about Dan Bricklin, who invented the first
spreadsheet program (VisiCalc) in 1979 but who made only $3 million
from its sale to Lotus, which went on to make a huge fortune (before the
follow-on Microsoft Excel made even more money)? Or Charles
Goodyear, who labored in poverty for years to perfect the process for
widely useable rubber, discovered it by accident after a decade, and then
mistakenly gave away his secret without filing for a patent—leaving him
with little but a company named in his honor forty years after his death?3

Indeed, accounting for the high risk of failure of new ventures, many
high-tech entrepreneurs who are financed by venture capital in the United
States would, on average, have done better working in salaried positions
than starting their own companies.4

And third, there are very good ideas that do not make it into the market
because funders do not want to take on the necessary risks. We know
about the success stories, but what about the products that didn’t make it—
or were lost to companies in other nations?

Add this all together and the unfettered private market does not always
match up to the mythology. The story of the how America lost the
enormous flat-panel display industry is a dramatic illustration of these
forces at work.



MISSED OPPORTUNITY: FLAT-PANEL DISPLAYS

One of the most impressive technological advances of the last part of the
twentieth century was the development of flat-panel displays. In the 1960s
and 1970s, such a technology seemed like something out of science
fiction. People watched TV and used the first personal computers with
heavy rounded screens that had poor resolution. Today, every type of
visual digital interface, from computers to televisions to smart watches,
uses some form of flat-panel display technology.

This industry grew tenfold from the mid-1990s to the mid-2000s, and
global sales stand currently at $114 billion.5 Virtually none of the profits
from this industry have been earned by US companies, nor do American
workers have jobs making its products.6 Yet US researchers not once but
twice invented the technologies that led to this industry. In both cases, US
research-and-development infrastructure was unable to capture the gains—
the profits, good jobs, and exports—from these inventions.

The origin of this story lies with the Radio Corporation of America
(RCA). In the early 1960s, RCA researchers such as Richard Williams and
George Heilmeier began experimenting with using small electric fields to
turn dye colors on and off in a display.7 This was the beginning of liquid
crystal display (LCD). The company hosted a press conference in 1968 to
demonstrate the world’s first commercial liquid crystal display, a digital
clock.8

But then RCA transferred Heilmeier’s LCD research team to RCA’s
semiconductor group. The managers of this group deemed liquid crystal
study unlikely to lead to anything of use and summarily terminated all
research activity for LCDs. The dominant RCA product at the time was the
transistor-based cathode ray tube (CRT) television for which RCA had
proprietary technology. The semiconductor group seems to have been
concerned that development of a rival liquid crystal display technology
would undermine the hugely successful and highly profitable CRT
television business and the royalties received from licenses.9

In 1968, after RCA had already begun scaling back its LCD research
business, Japanese broadcast network NHK came to RCA to film its
documentary Companies of the World, Modern Alchemy. One scene
included Heilmeier operating his display. About this time, eager to enter
the high-technology electronics business, Japan’s Sharp Corporation was



aggressively developing a pocket-sized calculator.10 Wada Tomio was in
charge of making displays for Sharp calculators at the time. When he
viewed the NHK documentary and learned of LCD, he suggested to Sharp
executives that they use it for their calculators. Sharp management went to
New Jersey to see the LCD demonstration in person and proposed a
cooperative effort with RCA to develop these displays for calculators.

But RCA wasn’t interested—due to an unsuccessful effort to diversify
into other markets, RCA had begun a severe cost-cutting program. As
usual during any cost-cutting exercise, research and development was
early to the chopping block. So RCA rejected this proposal, leading Sharp
to purchase the patent license from RCA for $3 million—a huge bargain in
retrospect.11

The timely development of new technology, its incorporation into new
products, and the skill and ingenuity of its engineers allowed Sharp to
quickly and efficiently gather together the basic technology, and in 1973,
Sharp announced the world’s first commercial pocket calculator with a
liquid crystal display. Many years later, James Tietjen, the director of the
David Sarnoff Research Center (formerly RCA Laboratories), while taking
in the Sharp Museum’s pioneering product displays, summed it up:
“LCDs… had started in RCA Laboratories, but ended up at Sharp
Corporation.”12

It would be bad enough for the United States if the story ended there—
but this loss led to an even bigger failure as this industry modernized. The
LCD popularized by Sharp used what was called passive matrix
technology.13 An image would be composed of rows and columns of
pixels. Complex images would require many columns and rows, which
would result in slow data signals. For watches and calculators, the display
could just take longer to show the image, but for rapidly changing images,
this would not work.

Scientists at the US-based Westinghouse corporation were working on
developing an active matrix addressing system that would use transistors
to open all the pixels at once to more rapidly form brighter, sharper images
than the LCD display that had been developed at RCA. The research team
was headed by T. Peter Brody, who had written some important technical
papers on the subject.

But Westinghouse soon ran into the same type of shortsighted
corporate planning that doomed LCDs at RCA. Brody’s work was shifted
from division to division, and he was only able to survive due to some



military contracts from the US Air Force and the Office of Naval
Research. By 1972, Brody demonstrated the first active matrix liquid
crystal display. However, Westinghouse executives killed the project in
the mid-1970s because no division was willing to fund the building of a
manufacturing facility.14

In response, Brody left the company and quickly moved to start his
own firm to commercialize the technology. Over the next two years, he
presented his ideas to more than forty venture capitalists and electronics
companies. Only one company, 3M, was interested, and in 1980, 3M
funded Brody with $1.5 million so he could launch Panelvision, which
continued the thin-film transistor research he started at Westinghouse.15

In 1984, Brody’s company began selling experimental products and lab
prototypes. They soon had eighty customers in twelve industry segments,
but the scale was too small to turn a profit. The company needed to
develop a real manufacturing process and high-volume production
capability. This required more capital. Early start-ups in the flat-panel
display field needed $30–$200 million to go from research to mass
manufacturing.16

But investors were not willing to pony up the money because they did
not think they could compete with Japan.17 Here is the key point: some of
the major elements of LCD were also used in active matrix technology.
Since Japan had taken over production of LCD technologies, once active
matrix was discovered, they had the manufacturing scale ready to go for
producing the next wave of active matrix displays. This competitive
advantage for Japanese companies—and their ability to capture value from
a wave of new product creation—left investors hesitant about moving from
research into volume production with Panelvision. Without adequate
funding, Panelvision failed.18

The Japanese developed high-volume production capability for flat-
panel displays, then captured a larger and larger market share that allowed
them to drop their prices and corner the world market. Although the
United States had developed the technology first, American companies did
not invest, did not build factories, and did not create jobs. An ironic and
depressing coda to the story is that the State of Wisconsin recently spent
$4 billion for tax breaks and other spending to attract a flat-screen
manufacturing plant for the Taiwanese company Foxconn—jobs that could
have been in the United States to start with.

Like many myths, the myth of the private sector innovation machine in



the United States has some elements of truth—and misses many elements
of reality. There are critical limitations in relying on the private sector to
lead innovation-driven growth in the United States. In this chapter, we
review those limitations. But first we need to ask: Why does this matter for
the US economy? Why should we care about an obscure topic like
research and development?



R&D, PRODUCTIVITY, AND THE US STANDARD OF LIVING

From 1947 to 1973, Americans enjoyed an unprecedented rise in the
standard of living. Real per capita GDP nearly doubled.19 On average,
families were able to consume almost twice as much per person in 1973 as
they were immediately after World War II.20

American experience since the 1970s has been quite different. From
1973 through early 2018, real per capita GDP grew by only around 1.7
percent per year on average.21 At this rate of growth, it takes more than
forty years for incomes to double on average—representing a dramatic
slowdown.

The living standards of a country are determined, above all, by its level
of productivity—how much can be produced, given the available people,
buildings, equipment, and resources. Economic growth is, consequently,
primarily about increasing productivity.22

The fundamental driver of higher productivity is knowledge. This has
been true throughout human history—all our big breakthroughs have come
from understanding how to do something differently. In the early
nineteenth century, British engineers figured out how to put a steam engine
on wheels and run it safely on iron tracks. At the very beginning of the
twentieth century, two bicycle mechanics from Ohio discovered how to
control flight. In the 1950s, building on British and German wartime
technology, the science of jet travel and rockets was cracked wide open.

Knowledge comes from two fundamental sources. The first source is
education. Any advance in knowledge starts from a sufficiently deep
understanding of what came before. It is impossible to stand on the
shoulders of past giants if you cannot get a ladder to climb past their feet.
Education provides that ladder.

The second source is research. No matter how much you know about
past accomplishments, you need to experiment further if you want to
create new discovery. This is what the process of research is all about.

Of course, knowledge itself doesn’t put the food on the table or the car
in the driveway. What is needed is the process of converting that
knowledge into the goods and services that raise our standard of living.
And this is where the development enters the picture—as seen in the
phrase research and development. Research provides the basis for
increasing productivity, while development turns it into a reality.



It is for these reasons that research and development are viewed as
essential to productivity—and ultimately to economic growth.
Governments around the world recognize this problem, and so they protect
new ideas with patents. Patents grant a legal monopoly to a firm, which
will be upheld by the courts—in return for full disclosure and free use of
the technology after the patent expires. Patented inventions in the United
States, for example, can be protected by the patenting firm for twenty
years from patent application.23 The goal (historically and in theory) is to
protect inventors against investing resources in a new product only to see it
stolen by another firm.

Of course, the patent system existed at the time of Thomas Edison—
and he took great advantage of the system, accumulating 2,332 patents
(1,093 in the United States alone) in his lifetime!24 There are, however,
three reasons why, even given the patent system, private companies
underinvest in research and development. These are not just theoretical
problems but real ones.



THE LIMITS OF PRIVATE R&D #1: SPILLOVERS25

When the managers of a firm decide to undertake a research project, they
are investing in the future of the firm (no doubt, also with an eye to their
own careers). And privately undertaken research and development
typically generates a high rate of return for the people involved.

But research and development also creates benefits for other firms and
society at large. Other firms can learn from research and development they
haven’t funded and produce better products of their own—garnering the
profits from doing so. So the initial firm is doing much of the investing
and only seeing part of the total profits earned. In the jargon of economics,
there is a free-rider.

An iconic example is the story of the PARC research facility founded
by the Xerox Corporation in 1970. This research organization drew on a
talented team of Stanford University computer scientists—many of whom
had worked with Douglas Engelbart, the legendary inventor whose insights
were inspired by his experience with radar and whose work was largely
government funded. These scientists developed an operating system for
personal computers that utilized a graphical user interface (GUI).26 In the
1970s, PCs used what was known as a command line interface, based on
what was used for larger mainframe computers—the user had to type out
specific commands to execute programs.

With the new GUI system, instead, a computer mouse was used to
navigate across a screen. With a click, the user could toggle between
windows, print out documents, and do graphical design—a radical concept
for personal computers in their early days. Yet by the late 1980s, this was
the standard structure of operating systems for personal computers
worldwide.

Do any of us own computers that use the Xerox operating system? No,
our personal computers typically use operating systems from Apple or
Microsoft. This is because Steve Jobs had the foresight to offer Xerox one
hundred thousand shares of Apple Stock at the price of $10.50 per share,
in return for a chance to learn about this new technology. He considered
the technology “revolutionary,” later saying, “I remember within ten
minutes of seeing the graphical user interface stuff, just knowing that
every computer would work this way someday. It was just so obvious.”27

Jobs was right. What he saw on those visits to PARC became an
essential part of the Macintosh computer. By 1988, over one million



Macintoshes had been sold, totaling about $4 billion in sales. Taking a
longer view, from 2006 to 2017, the sum of revenue from sales attributed
to the Mac products was $228 billion.28

And this new GUI technology did not just benefit Apple—it also
fundamentally changed the Microsoft operating system (OS) that ran most
personal computers. Microsoft struck an initial deal with Jobs’s
replacement as CEO of Apple, John Sculley, to obtain a royalty-free
license to use Apple’s technology, which—so the story goes—Sculley
thought applied only to the current version of Windows.29 When Microsoft
extended this technology to future versions, Apple sued and lost.30

If we add up the money that Microsoft made on its Windows operating
system, the original PARC research led to even higher earnings. For
example, Microsoft’s Windows 7 software was reported to have sold over
450 million copies.31 At an average price of $120 for the basic OS,
Windows 7 would have brought in about $50 billion in revenue.

And the reward for Xerox and PARC? Xerox ended up selling these
shares at Apple’s initial IPO at $28 a share, so they made a profit of almost
$2 million, but that was nothing compared to what Apple got out of the
deal.32 Subsequently, computer science research was abandoned at PARC
in the mid-1980s.33 Xerox undertook the fundamental research and most of
the development that changed the PC market forever—and was rewarded
on a very modest scale. In effect, Xerox was very good at creating value
through innovation but much less effective at realizing that value for itself
(and its shareholders).

Research and development creates potential gains for other companies
beyond the one doing the initial work. The company making the large
upfront investments in new ideas and products frequently does not capture
the full value. This is especially true in cases when intellectual property
laws do not apply, such as when the innovation is sufficiently
groundbreaking to be considered a general idea or an approach that cannot
be patented (as with Apple’s operating system).

The problem with spillovers from R&D is that these lead to a free-rider
problem: firms will underinvest in R&D because they don’t receive the
full benefits of those investments. Xerox PARC devoted significant
resources to a research effort that benefited others. Why should that
company, or others, take future risks like this if it is possible that they
won’t be the ones seeing the gain? As Bill Gates reportedly said to Steve
Jobs, “[It was] like we both had this rich neighbor named Xerox and I



broke into his house to steal the TV set and found out that you had already
stolen it.”34

The story of PARC shows how the research process creates far-flung
benefits for others. But once again, a given firm does not care if its
scientific discovery benefits other firms—indeed, it would prefer that the
discovery not benefit its competitors. As a result, the free-rider problem
causes them to underinvest in invention and commercialization of new
products.



THE LIMITS OF PRIVATE R&D #2: PROPRIETARY PRIVATE RESEARCH

This problem is made even worse by the second issue—the proprietary
nature of private research. Companies don’t tell others the details when
attempted inventions fail or have side effects, resulting in duplicated
efforts or in abandoning efforts that would actually be productive. This is
illustrated most compellingly in the context of pharmaceutical
development.

The pharmaceutical industry in the United States has delivered some of
the most amazing medical innovations of the past fifty years. Drugs for
treating hypertension, high cholesterol, diabetes, and other chronic
illnesses have saved millions of lives, but developing new drugs is
expensive—and becoming more so over time, with the typical cost
estimated to be in excess of $2.5 billion.35 The trial-and-error nature of
research is the reason for the high cost.36 Every scientific discovery that
becomes a new drug is the result of dozens of steps, from identifying the
“target” biological entity (e.g., gene or protein), to finding the right “hit
molecule” that interacts with the target and is the building block for a drug
that could combat the disease, to three stages of clinical trial with the
possibility of failure at each stage. To give a sense of the risks and work
involved, once a target has been identified, anywhere from two hundred
thousand to more than one million compounds must be screened to
identify hits, and only 9.6 percent of the drugs that enter human trials in
stage one end up being approved.

What this means is that there is a lot more failure than success in drug
development, but most of the information that is made public is on the
successes, and the proprietary nature of failures can lead to significant
setbacks to the research process—as is illustrated with the case of statins.

Statins are a class of enzyme inhibitors that regulate the pathway that
produces cholesterol. In the 1970s, it was understood that high blood
cholesterol correlated with coronary heart disease, but it was unclear at
that point whether lowering cholesterol could improve health outcomes.
While it is clear to us now (based on what we have learned from our
experience with statins) that lowering cholesterol is a vital part of
improving heart health, this was a highly uncertain proposition in the
1970s.

In 1976, Akira Endo of the Japanese pharmaceutical company Sankyo
discovered the first statin, compactin. Around same time, Roy Vagelos of



the American pharmaceutical company Merck led a research team
searching for such enzyme inhibitors, and in 1978, Vagelos’s group
discovered lovastatin. Both Sankyo and Merck began clinical trials on
their respective compounds. Initial results from both sets of clinical trials
were promising; both drugs were reported to be both safe and effective.37

In August of 1980, however, Sankyo halted development of compactin
in response to toxicology reports. Dogs who received one hundred times
the normal dose for two years experienced gastrointestinal lesions that
were supposedly interpreted as lymphoma.38 A month later, Vagelos’s
group caught wind of this development but did not get the full details. All
they heard was a rumor that Sankyo’s cholesterol drug had caused tumors
in animals and that they had stopped clinical trials in humans. In response,
Vagelos immediately halted lovastatin’s clinical trials in humans, and
lovastatin’s development was shelved indefinitely. At the time, Merck had
no way of knowing whether compactin’s possible toxicity was a result of a
shared mechanism with lovastatin, but they were unwilling to take the risk.

In his biography, Vagelos notes, “We couldn’t allow anyone to use our
compound if there was the slightest possibility it might be carcinogenic.
Even an unsubstantiated rumor was a sufficient basis for making that
decision.” Vagelos repeatedly reached out to Sankyo to get data from
compactin’s toxicology reports. Vagelos tried framing this issue as an
ethical concern for the well-being of patients exposed to lovastatin, but
Sankyo refused to offer any information. Vagelos even offered a business
deal in exchange for data, and yet Sankyo executives continued to view the
issue as one of corporate competition.39

Most assumed this was the end for lovastatin. However, in 1982,
doctors from Oregon Health & Science University and the University of
Texas at Dallas requested lovastatin for trials in high-risk patients who did
not respond to other treatments.40 The trials were once again successful, so
Merck began large-scale clinical trials and toxicology studies in 1984.
Lovastatin finally gained approval in 1987.41 It quickly became successful;
Merck’s sales of lovastatin peaked at $1.3 billion in 1994.42

Today, statins are the largest-selling class of drugs around the world.
Some thirty million people worldwide take statins, and statin sales totaled
$25 billion in 2005.43 From the first approval of statins in 1987 through
2008, economists estimate that the value of statins in the United States
alone was more than $1 trillion in terms of health improvements.44 In just
2008, the use of statins prevented an estimated forty thousand deaths, sixty



thousand hospitalizations due to heart attacks, and twenty-two thousand
hospitalizations due to strokes.

But these benefits did not have to start in 1987. It turns out that there
was no evidence that these results for dogs were indicators of true cancer
risks, but Merck had no way of knowing this given the private nature of
Sankyo’s findings.45 In retrospect, Sankyo may have overreacted—and
Merck had no choice but to follow suit. The result was a multiyear delay in
this lifesaving drug, potentially causing thousands of excess deaths and
billions of lost economic benefits.

This example illustrates what is meant by the spillovers of research and
development: there are valuable lessons for other companies that could
make discovery much more efficient, but it is in no one company’s
interests to make those lessons available. They do not get anything from it,
and indeed they just make discovery cheaper for their competitors.



THE LIMITS OF PRIVATE R&D #3: DEVELOPMENT LAGS

A third problem with the patent system is that for technologies with long
development periods, the period of monopoly by the time the product
reaches the market may be fairly short. Pharmaceuticals face such “lags to
commercialization” when the clinical trials required to show their value
can take many years, such as with potentially lifesaving cancer drugs. But
the patent expires twenty years after application—so that by the time the
drug comes to market, there isn’t much patent protection left.

As a result, the private sector underinvests in the drugs that have the
longest development periods.46 Consider a vivid example: From 2009 to
2014, eight new drugs were approved to treat lung cancer, the leading
cause of cancer deaths in the United States. Yet all eight targeted patients
with the most advanced form of lung cancer and were approved based on
estimated incremental improvements in survival (such as extending life by
two months on average). None of the patent applications tackled the more
serious issue of long-run treatments of earlier-stage cancers, which might
save years rather than months of life—and no drug has ever been produced
to actually prevent lung cancer.

Recent research shows that this isn’t just about the fact that saving
more years of life is harder; it is about the fact that demonstrating success
takes more years, allowing fewer years until commercialization. As
commercialization lags rise for drug development, private research on
those drugs falls. The drugs with such long development lags are almost
exclusively funded by public, rather than private, research.

This is a critical issue for the health of the public. If firms did not face
such long lags to commercialization, almost one million more years of life
would have been gained from more rapid development of lifesaving drugs.
Using the method typically used to put a dollar amount on saved years of
life, this suggests that over the long run, these commercialization lags cost
the United States $2.2 trillion in lost value of life.47

A vivid illustration of this issue arose through Pfizer’s recent
termination of R&D on treatments for Alzheimer’s and Parkinson’s. The
problem wasn’t a lack of funds but rather the short effective patent period
for such research. According to James Hendrix, director of global science
initiatives at the Alzheimer’s Association:



The way our patent laws are set up doesn’t work for the protracted
studies into Alzheimer’s treatment. Trials often take between five
and 10 years, sometimes more, before it can be determined if a drug
or intervention is working. Patent protection and market exclusivity
will likely be expired or nearly expired by that time. The loss of
exclusivity makes it difficult for drug companies to justify the costs
of the study.48



INTO THE VALLEY OF DEATH

While the free-rider problem and spillovers lead to too little research, there
is another set of problems in translating research into development and
ultimately into economic growth. Research is carried out by technical
experts who are excited by discovery. However, the ultimate good that
emerges from this process of discovery requires much more than just an
excited scientist; it requires the ability to turn that discovery into a new
technology, then into a new product, and finally into a sale to consumers.
These are steps that go beyond the training and skill level of the basic
scientists doing the discovery, and they require financing. Taking an idea
from the lab to the store is expensive.

In our economy, turning a good idea into a product is exactly what
should be financed by private capital. Private capitalists should be able to
provide both the funding and expertise to help scientists take their ideas
from the laboratory to the marketplace. Indeed, the United States has a
successful venture capital (VC) industry with a long and impressive track
record of doing so. But this industry has fallen short when it comes to
maximizing the entrepreneurial—and economic growth—-potential of new
technologies.

The VC industry has been an important player in our economy for
decades. Early VC was closely associated with technology companies, so
it makes sense that the growth of the VC industry beginning in the early
1970s has become linked to Sand Hill Road, in Menlo Park, California,
which hosted firms like Kleiner Perkins Caufield & Byers and Sequoia.
Virtually every major player in Silicon Valley received money from a
Sand Hill Road firm.49 In 1973, the National Venture Capital Association
(NVCA) was formed. By the early 1990s, nearly half of venture money
was going to the West Coast.50

The VC industry has been a clear success story in terms of promoting
the growth of technology companies in the United States. The examples
are legendary; Microsoft, Google, Apple, Amazon, Intel, and many more
of the leading companies in the United States were funded at their early
stages by venture capital. Sixty percent of all companies who had an initial
public offering (IPO) between 1999 and 2009 had venture backing.51 In
2014, 17 percent of US public corporations had started with VC backing,
representing 21 percent of the entire capitalization of publicly traded



companies in the country.52

That said, the VC industry faces three defining constraints. The first is
that the people who run these funds are investing in an exceedingly risky
environment. Even after a rigorous process of culling thousands of
proposals to the few that get funded, most venture-backed investments fail.
Data from a leading venture investing firm show that 8 percent of their
investment dollars resulted in more than 70 percent of the overall returns
of the portfolio, while 60 percent of the investment dollars were spent on
projects that were ultimately terminated below the cost of the
investment.53

The second is that VCs are ultimately investing in something that is
largely out of their control. Venture investors are relying on entrepreneurs
to put in the incredibly hard work required to take a product from idea to
market. There is a legitimate concern that those who are the best inventors
may not be ideally suited to put in that effort. If VCs invest a lot of money
in a good idea and the entrepreneur is not dedicated or skilled enough to
turn this into a productive company, then the venture capitalists have a
failed investment on their hands.

The final constraint is that the pool of investors willing to risk their
money on very early-stage enterprises is actually quite limited. Only one-
sixth of 1 percent of new start-ups each year get venture backing. The
amount of actual capital that is committed to backing venture capital
partnerships has typically been around 0.2 percent of the value of the US
stock market.54 In other words, while the $76 billion in venture
commitments in 2016 may seem large in absolute dollars, it is tiny
compared both to the multitrillion-dollar size of our financial markets and
to the requests for start-up funds by hundreds of thousands of firms each
year.55 Venture investments amounted to only 2.5 percent of gross
domestic private investment in the United States in 2016.56

To attract and disburse these limited dollars, venture capitalists have
developed two investing approaches that make sense from their
perspective—but that also explain a great deal about the limitations of the
existing venture capital industry as a catalyst for economic growth.57

The first is to pay entrepreneurs in proportion to the actual commercial
success of the product. That is, while VCs can’t tell how much effort the
entrepreneurs are making, they can use the signal sent by the market as to
whether the process was a success. So entrepreneur earnings are not
proportional to their effort but rather to their market success.



This strategy makes a great deal of sense for the venture capitalists—
but it places a lot of risk on the entrepreneur. The inventor could genuinely
put in enormous effort only to, through no fault of their own, have the
market not value their contribution. And individuals, with their limited
budgets, are not in a good position to bear this risk.

If you look only at the experience of successful entrepreneurs like
Mark Zuckerberg or Jeff Bezos, entrepreneurship appears to be a high-
return activity, but in reality, most new start-up firms yield no meaningful
value to entrepreneurs, and most of the total value to entrepreneurs comes
from the tiny fraction of ventures that is wildly successful.58

After accounting for risk, the return on starting a company is not high
for the typical entrepreneur. A comprehensive study gathered data on the
income earned by entrepreneurs and their risk of success and failure. The
study concluded that if a worker is well paid and does not have millions of
their own assets to put at risk, they will be better off staying at their job
than striking out on their own.59 Consequently, many potential
entrepreneurs do not go forward with their ideas because they cannot
afford the risk of failure. This poses a major bottleneck to the ability of the
private market to promote entrepreneurship.

The second VC approach is to invite investors to put their money in
funds that aim to earn high returns within a fixed period of time. These
funds are typically structured to have a life of ten years, and venture
capitalists ideally like to exit earlier to establish a strong record and to
encourage follow-on investments in their subsequent funds. Venture
capitalists therefore prefer investing in projects where the commercial
viability is established quickly, typically within three to five years.60

Indeed, the less time that is left before the VC fund ends, the less risk the
VC is willing to take.61

As a result, the structure of venture funds is not well designed to
provide financing for capital-intensive, long-run projects of the type that
are often required for major technological advances. Such projects face a
problem of going from the idea to demonstration of product viability that
is known as the valley of death: a range where there are large investments
required and the time period can be long before the investor knows for
sure that there is a product that can be brought to market.

Projects that are low capital intensity and high technology risk are
prime territory for VCs. The fact that VCs need to make many investments
to realize a few successes implies they typically invest under $10 million



in equity per start-up. Sectors such as information technology in general
and software in particular require relatively low levels of initial capital
investment and short sales cycles that exhibit general commercial viability
quickly. The venture capital model is perfectly suited for such
opportunities.

There is much less of a good fit with sectors requiring large capital
investments and long investment ramp-ups before sales begin. A
particularly strong example is investments in clean energy. Even if new
energy technologies work in the lab, it is hard to predict how they will
work when scaled up for the real world. Demonstration of commercial
viability can be long and expensive—the funds required to prove
commercial viability can reach several hundred million dollars over a five-
to ten-year period, compared to the much smaller amounts that VCs are
used to investing in start-ups.62

In fact, there was a large venture push into clean technology start-ups
in the first decade of the twentieth century; from 2004 to 2008, the share of
first-series VC dollars going to this sector rose from 1.5 percent to 5
percent. Their entry was associated with a burst of innovation in the field.
One study found that the large incumbent firms in this sector were more
likely to focus on incremental innovations but that the new VC-financed
start-ups were associated with more novel and influential innovations.
However, VCs quickly turned away from this sector as the recession
tightened the money available for financing, and by 2012, the share of VC
funding going to clean energy was back to 1.5 percent.63 In general, when
it is easier for venture investors to raise funding, they are more willing to
invest in riskier long-run ventures, but this inclination recedes when credit
conditions tighten.64

Ironically, the short time-horizon problem appears to be getting worse
as technology such as Amazon Web Services makes it cheaper to start new
companies. VCs are increasingly focused on “spray and pray” models of
small funding to companies where they can more quickly determine
whether the company will succeed—worsening the valley-of-death
problem for capital-intensive start-ups.65 It is for this reason that experts
are pessimistic about the ability of venture investors to fund new
technologies that require significant lag times and capital intensity.66

The limitations of private VC as a financing model in capital-intensive
industries are clearly illustrated in the case of Boston-Power and the
production of lithium-ion batteries. The first commercial lithium-ion



batteries were released in the early 1990s and have since become the most
commonly used type of battery in consumer and home electronics.
Lithium-ion batteries are more energy dense and experience less self-
discharge (the process by which batteries naturally lose their charge over
time) relative to nickel-based batteries, which were prevalent before the
1990s. Today, lithium-ion batteries comprise 37 percent of the global
revenue from battery sales and are the dominant battery for portable
electronics.67

Even with lithium-ion’s advantages over older battery technologies, the
field remains relatively new, with researchers still pursuing many
technological and manufacturing improvements, such as extending battery
life span and reducing production costs. Safety has also been a concern,
especially following the well-publicized Samsung Galaxy Note 7
exploding-battery incidents in late 2016.68

Boston-Power started in 2005 to work on improving lithium-ion
technology. The company was a highly touted start-up, with early
customers such as computer manufacturer Hewlett-Packard and car
manufacturer Saab. It was initially quite successful in raising funds from
venture investors; by 2010, Boston-Power had raised $185 million in
financing from private sources (as well as from the Swedish government).

But the company needed more to take the next step. They wanted to
build a 450,000-square-foot manufacturing facility in Auburn, a small
central Massachusetts town, that would have immediately created seven to
eight hundred jobs. This would require more funding than the private VCs
were willing to provide; as we have described, this type of large-scale
manufacturing investment is outside the venture investing wheelhouse.
Boston-Power then turned to the federal government but were unable to
secure the $100 million grant for which they applied, as government
spending in this area was focused on more established companies.69

Fortunately for Boston-Power—and unfortunately for the United States
—another source of funding was willing to step in: China. Boston-Power
raised over $300 million from the Chinese venture firm GSR, as well as in
low-interest loans, grants, buildings, and subsidies.70 Of course, this meant
building the new plant in China, not in the United States. Employees in the
United States were shed as the move to China took place, and as of 2017,
Boston-Power had only fifty employees in the United States and about five
hundred in China.71

Since moving to China, Boston-Power has continued to receive



Chinese government financial support for further development. In
December 2014, the company announced it had secured US$290 million in
local government financial support to expand its Chinese facilities
fivefold.72 The Chinese government was willing to invest where private
US VCs were not, and the result is a growth in manufacturing capacity
happening not in central Massachusetts but in China.



PRIVATE R&D IS TOO LOW…

The logic of arguments such as R&D spillovers and the valley of death is
strong, but do these issues really matter in reality? After all, we have a lot
of private research and development in the United States. Indeed, as
mentioned at the end of Chapter 3, the decline in public R&D spending
over the past several decades has been accompanied by an increase on the
private side. Currently, around 70 percent of the R&D in America is
business funded.73 So how do we know that this level of private-sector
investment is not ideal?

After all, the returns to private research and development are large.
Look no further than the pharmaceutical industry. Its profit margin of
almost 20 percent is one of the highest of the world’s major industrial
sectors.74 Two-thirds of drug companies saw an increase in their profit
margins from 2006 to 2015.75 Among the largest twenty-five companies,
annual average profit margins fluctuated between 15 and 20 percent; for
comparison, the annual average profit margin across the largest five
hundred global nondrug companies fluctuated between 4 and 9 percent.76

More generally, a number of studies show that the economic benefits to
R&D investments are large, as measured by the rate of return, or the
earnings created per dollar of investment. Company investments in
research and development are estimated to have a rate of return of 20–30
percent in the long run, much higher than returns through other forms of
investment.77

Yet despite these high returns, private industry is not sufficiently
investing in the research that will create the technologies of the future—as
well as the millions of jobs that would emerge from these new
technologies. A perfect example is cell and gene therapy manufacturing,
perhaps the most significant breakthrough in the biopharmaceutical sector
in recent years.

Cell and gene therapies are new technologies that have the potential to
cure diseases previously considered untreatable. Cell therapy involves
transplanting live cells into patients to restore lost functionality, while
gene therapy involves delivering genetic material into patients to modify
the functionality of defective genes. Unlike most other pharmaceuticals,
cell and gene therapy treatments are generally onetime treatments, in
contrast to drugs that require regular dosing. Additionally, manufacturing



for cell and gene therapies is much more involved than for other
pharmaceuticals. Whereas a single manufacturing process or platform
could produce a wide variety of traditional pharmaceuticals that treat
different diseases, cell and gene therapy manufacturing is highly
specialized. Not all manufacturing facilities can support the full range of
manufacturing processes used, and in general, manufacturing plants for
traditional drugs cannot be easily converted into plants that produce cell
and gene therapy products.78

Unfortunately, the United States is falling significantly short in
providing the manufacturing resources needed to turn these genetic
breakthroughs into new products. One problem is the enormous start-up
costs; the cost of setting up a large-scale cell or gene therapy
manufacturing facility can be upward of $200 million, compared with less
than $30 million for a similar-scale small-molecule manufacturing
facility.79 Furthermore, a single facility may not be enough. Cell and gene
therapy treatments are highly unstable and have extremely short shelf lives
(one example, Provenge, has a shelf life of eighteen hours), so
decentralized manufacturing at multiple smaller and geographically
separate nodes (rather than a single centralized hub) becomes a
necessity.80 These high costs are well beyond the range that is supported
by venture capital investors, so start-up drug companies have no way to
finance their own capacity.

As a result, some 80 percent of gene and cell therapy companies
outsource to contract manufacturing organizations (CMOs), facilities that
lease their space to drug companies for testing and development. Existing
CMOs are struggling to keep up with demand, however. Wait times at
CMOs currently average over sixteen months, and the current shortfall in
worldwide cell/gene therapy manufacturing may be about five times the
entire current capacity.81 According to one source,

drug companies have resorted to buying slots in virus production
queues years in advance—like buying a nonrefundable airline ticket
long before your vacation and hoping you can get away when the
time comes. Other firms… worried that production at one company
will fail… buy places in line at two contract companies. Still other
biotechs have simply been shut out, unable to get their viruses
made.82



While CMOs are expanding, they are finding it difficult to do so fast
enough in large part because current manufacturing technologies are
underdeveloped and referred to by insiders as “outright primitive” and
“incredibly labor-intensive.”83 Rather than using closed, sterile bioreactors
(standard for most traditional drug manufacturing), current procedures can
require technicians to manually transfer materials between open
plasticware.84 Under these modes of production, it is “not possible to
achieve significant economies of scale that can support commercial
viability as production levels rise.”85

Moreover, expanding manufacturing access will require substantial
coordination and collaboration that is not in the interest of any one
manufacturer—or any one VC financier.86 Due to the high setup costs of
the requisite infrastructure, manufacturing platforms are only economical
if the fixed costs are spread across multiple products. But doing so requires
sharing commercial rights and production information at an unprecedented
level. One pharma industry news source concludes that “there is
widespread agreement that new financial models to support these therapies
will require levels of innovation and stakeholder alignment that have not
been tried previously… the full range of issues associated with
development, production, distribution, administration, and patient
monitoring could still deter many companies from advancing promising
early stage research and limit their access to capital.”87

In this example, we have the bitter spot of failure of private R&D: a
scale too large to be financed by VCs, and the only potential solution
involves incorporating the spillovers from all firms’ R&D efforts.

This example of a shortfall in private R&D, despite a high private rate
of return, illustrates why there is too little total R&D investment in the
United States. What matters is not the private rate of return (what the
company makes from its investment) but the social rate of return: the
economic returns from a given company’s investments that incorporate the
effects not only on that company but on the economy as a whole. In the
case of cell and gene research and development, that would include the
value of a firm’s investment in manufacturing capacity not only for their
drug but for all the other drugs that might make use of that capacity.

Recent studies have tried to measure the social rate of return. In
particular, studies find that an increase in R&D activities by a firm leads
directly to more productive R&D by firms that are in a similar technology
space. The key idea is that knowledge is transferred between firms when



the scientists are exposed to each other—as in the case of Apple learning
about graphical user interfaces from their interaction with PARC scientists.
These studies confirm that there are enormous spillovers of R&D, with
social returns to R&D of more than 50 percent—that is, each dollar
invested in R&D yields fifty cents return per year.88

If scientific research by one firm has benefits for many others, then it
will underinvest relative to what is best for the United States as a whole.
RCA, Westinghouse, and Xerox PARC did not put enough money into
developing their technology in the past. They considered only the limited
return to themselves; the return to the economy as a whole from new ways
of displaying images or doing personal computing was not, nor should it
have been, part of their decision-making. A similar issue arises with gene
and cell therapy development today—small drug companies have no
incentive to consider the benefit to other firms from their investment in
manufacturing facilities.89



… AND HEADING IN THE WRONG DIRECTION…

There is another problem as well: private R&D is increasingly turning
away from basic exploratory scientific research toward more commercially
oriented development. Private corporations have always been more
focused on product development than basic research, but as of 1987,
almost one-third of private R&D was still devoted to basic research.
Today, that share has fallen to one-fifth.90 This means that the private
sector is spending less and is less likely to discover the future
breakthroughs that will drive economic growth.

The nature of corporate R&D has changed as well, as can be seen by
the dramatic decline in publication by company scientists of their
research.91 The publication of basic research was once common and
expected for corporate scientists. It led to breakthroughs, like the scanning
tunneling microscope that enabled scientists to view the world down to
molecules and atoms (invented by two IBM scientists, for which they won
the 1986 Nobel Prize in Physics) or the discovery of the cosmic
microwave background radiation that provided evidence for the Big Bang
(discovered by Bell Labs researchers who won the 1978 Nobel Prize in
Physics).92

This kind of work has become much less common. Publications in
basic research by corporate scientists fell by 60 percent from 1980 to 2006,
and the decline continued at least until 2010.93 This decline is not just
because of a shift in economic activity across industries or a lack of start-
ups in recent years; it has been the case across all sectors with both new
and established firms. Of most concern is that the drop has been most
significant for publications considered by experts to be “basic” or
“influential.”94

Perhaps most importantly, the reduction in research appears related to
the problem of spillovers discussed earlier. A great way to measure the
value of corporate research is by how much it gets cited when firms apply
for patents. One important recent study examined how publications by
corporate scientists vary based on how valuable it is internally (how much
it is cited in their own patents) and how valuable it is externally (how
much it is cited by patents of other firms). Unsurprisingly, when research
is more valuable internally, more of it gets done. But when rivals cite a
firm’s research more frequently, then less of it gets done.95 This is the



heart of the difference between private and social returns. Research that
benefits other firms is socially valuable, but it will not get done. There is
no reason to conduct expensive basic research when it will primarily
benefit your competitors.

The results for the corporate production of private research are
important. Consider IBM, one of the nation’s leading technology
companies and a traditional producer of significant research (including the
Nobel Prize–winning work cited earlier). Perhaps responding to exactly
these pressures, IBM changed its reward system for scientists in 1989,
explicitly rewarding scientists for patenting (as opposed to publications).
This resulted in a large increase in patenting and a decline in disclosed
research by IBM scientists.96



… WHILE IDEAS ARE GETTING HARDER TO FIND

The wonderful thing about pushing on the research frontier is that the
potential for new ideas is essentially endless. Science constantly advances
in ways that appear inconceivable from the perspective of the past. In just
150 years, Jules Verne’s predictions of electric submarines,
videoconferencing, and skywriting, among others, moved from the realm
of science fiction to reality.97 Unfortunately, while the scientific frontier
remains vast, the cost of new discoveries is becoming ever-more
expensive.

One much-discussed example is what is known as Moore’s law, a rule
of thumb invented by Gordon Moore, a key figure in the early years of the
transistor industry.98 While publicly funded research and government
purchases—particularly for rockets—were important catalysts in the early
development of the transistor business, private enterprise subsequently
drove a great deal of innovation. In 1965, Gordon Moore predicted that the
number of transistors packed onto a computer chip would double
approximately every two years. He has proven (roughly) right for half a
century.99 However, the cost of achieving this remarkable progress
continues to grow, in the sense that a steadily increasing number of
researchers are needed to push Moore’s law forward.

The number of researchers required in order to double chip density
today is more than eighteen times the number who were needed in the
early 1970s. In other words, more and more money needs to be spent just
to maintain the same rate of productivity growth over time.

This phenomenon is apparent not just with transistors; an increasing
number of researchers work on improving agricultural crop yields, yet the
rate of increase in yields is slowing over time. The productivity of research
in this area is estimated to be declining by about 6 percent per year.

Improvements in health from new drug discovery similarly require an
increasing amount of research and development. Comparing deaths
averted due to timely treatment of breast cancer, for example, to the
number of relevant research studies, productivity is declining by 7 percent
per year.

If we want to continue to grow as a country, we need to increase our
investments in discovery. Due to the types of market failures outlined
earlier, it is far from clear whether private corporations and our venture
capital financing system will be sufficient for what comes next.



THE PROMISE AND LIMITS OF PRIVATE R&D

Research and development conducted by private companies in the United
States has grown enormously over the past four decades. We have
substantially replaced the publicly funded science that drove our growth
after World War II with private research efforts. Such private R&D has
shown some impressive results, including high average returns for the
corporate sector.

However, despite their enormous impact, these private R&D
investments are much too small from a broader perspective. This is not a
criticism of any individuals; rather, it is simply a feature of the system.
Private companies do not capture the spillovers that their R&D efforts
create for other corporations, so private sector executives in established
firms underinvest in invention. The venture capital industry, which
provides admirable support to some start-ups, is focused on fast-impact
industries, such as information technology, and not generally on longer-
run and capital-intensive investments like clean energy or new cell and
gene therapies.

Leading entrepreneur-philanthropists get this. In recent years, there
have been impressive investments in science funded by publicly minded
individuals, including Eric Schmidt, Elon Musk, Paul Allen, Bill and
Melinda Gates, Mark Zuckerberg, Michael Bloomberg, Jon Meade
Huntsman Sr., Eli and Edythe Broad, David H. Koch, Laurene Powell
Jobs, and others (including numerous private foundations). The good news
is that these people, with a wide variety of political views on other matters,
share the assessment that science—including basic research—is of
fundamental importance for the future of the United States.

The less good news is that even the wealthiest people on the planet can
barely move the needle relative to what the United States previously
invested in science. America is, roughly speaking, a $20 trillion economy;
2 percent of our GDP is nearly $400 billion per year. Even the richest
person in the world has a total stock of wealth of only around $100 billion
—a mark broken in early 2018 by Jeff Bezos of Amazon, with Bill Gates
and Warren Buffett in close pursuit. If the richest Americans put much of
their wealth immediately into science, it would have some impact for a
few years, but over the longer run, this would hardly move the needle.
Publicly funded investment in research and development is the only
approach that could potentially return us to the days when technology-led



growth lifted all boats.
However, we should be careful. Private failure is not enough to justify

government intervention. Just because the private sector is underinvesting
does not necessarily imply that the government will make the right
investments. What evidence do we have that public R&D can actually fill
the gaps we described in this chapter—and as a result deliver higher
growth and better jobs to the United States?
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Public R&D:

Pushing Frontiers and Promoting Growth

[Decoding the human genome sequence] is the most significant undertaking that
we have mounted so far in an organized way in all of science. I believe that
reading our blueprints, cataloguing our own instruction book, will be judged by
history as more significant than even splitting the atom or going to the moon.

—Francis S. Collins, director of the National Institutes of Health, 19981

IN SCIENCE: THE ENDLESS FRONTIER, VANNEVAR BUSH AND COLLEAGUES

ARGUED THAT THE possibilities for scientific discovery were literally
without limit. The decades since that report appear to have validated his
vision. From early work on radar, we have moved to computers and the
internet, with innovations in artificial intelligence on the horizon. From
early work on penicillin, we have moved to a suite of lifesaving and life-
improving drugs, turning most recently to genetically targeted drugs that
can extend life even further.

But the fact that the frontier is endless does not mean that it is easy to
get there. The cost of exploring the frontier is increasing, and there are



strong theoretical and real-world reasons why the private sector will fall
short of reaching that frontier. Private companies do not have an incentive
to do the path-breaking research that moves the frontier forward for others.
Private financiers are not structured to provide the large financial
commitments required to innovate in capital-intensive areas like clean
energy.

In the decades after World War II, the public sector filled this gap.
Public financing of research resulted in scientific breakthroughs that
transformed the world while they simultaneously powered US economic
growth and created broad opportunities for the American middle class. US
economic growth—measured as the increase in GDP per capita—from
World War II through the start of the 1970s was around 2.5 percent per
year, and the benefits were shared equally throughout the income
distribution. Since the late 1960s, a declining public sector role in R&D
has coincided with a slowdown in productivity growth and a stagnating
standard of living for most Americans. Since 1973, growth in GDP per
capita has averaged only about 1.7 percent per year—and the vast majority
of those benefits have accrued only to those at the top of the income
distribution.

Can a return to a bigger public-sector role in the research-and-
development process return us to a higher-productivity path—and create
broad-based economic growth and a dynamic job market in the process? In
this chapter, we present a variety of evidence, ranging from innovative
economic studies to compelling examples, to suggest that the answer is an
emphatic yes. Scaling up publicly financed science can jump-start the
growth engine that powered the postwar US economy, including, crucially,
wide participation in the benefits of that growth. There is no better way to
see this than with one of the most important public research efforts of the
past thirty years: the Human Genome Project.



THE HUMAN GENOME PROJECT

DNA, deoxyribonucleic acid, is passed from adult organisms to their
offspring during reproduction and contains all the instructions needed for
an organism to develop, survive, and reproduce.2 Researchers refer to
DNA found in the cell’s nucleus as nuclear DNA, and an organism’s
complete set of nuclear DNA is called its genome.3

DNA is made of chemical building blocks called nucleotides, which in
turn are made of a phosphate group, a sugar group, and one of four types
of nitrogen bases: adenine (A), thymine (T), guanine (G), and cytosine (C).
The order, or sequence, of these bases determines what biological
instructions are contained in a strand of DNA. For example, the sequence
ATCGTT might instruct for blue eyes, while ATCGCT might instruct for
brown.4 Sequencing DNA means determining the order—or sequence—of
the four bases that make up the DNA molecule.5 The human genome is
made up of over three billion of these genetic combinations, and the
sequence tells scientists the kind of genetic information that is carried in a
particular DNA segment.6

DNA sequencing was developed in the mid-1970s, separately by
Frederick Sanger and Walter Gilbert (who later shared the 1980 Nobel
Prize in Chemistry for their work); the method developed by Sanger, who
was working at the Laboratory of Molecular Biology in Cambridge, UK,
on a government-funded research project, became the more widely used
approach.7 Sanger’s method involved isolating DNA from a cell and then
using that as a template to make copies and eventually figure out the
sequence of that DNA. This was a laborious and repetitive process that
involved mixing the DNA with other chemicals many times to create a test
tube full of different-length DNA strands, then running an electric current
through the mixture to separate DNA strands, then “reading” the resulting
strands like a multiple-choice answer sheet.8

Despite the hard work involved, the results were nothing short of
miraculous. Now that scientists had a way to read DNA in normal cells,
they could use the same technique to identify changes in genes associated
with diseases. Discoveries started rolling in, from the discovery of the
Huntington’s disease gene in 1983 to the gene responsible for cystic
fibrosis in 1989. The discovery of these defects raised the tantalizing
possibility of potentially making new drugs that target those changes or the



faulty molecules they produce.9
Sparked by such discoveries, scientists started raising the idea of

sequencing all the genes in the human body. The problem was that
Sanger’s manual method was so time-consuming that sequencing the
entire human genome would take over a hundred years.10 Many scientists
thought that the possible discoveries were not worth the time needed to
sequence the DNA.

Kathy Weston, researcher at Cancer Research UK around the same
time as Sanger, stated, “Many thought ‘that’s completely stupid’. They
didn’t think there was anything more they could learn.”11 However,
developments in the late 1980s, most notably the introduction of automatic
sequencers, which mechanized the repetitive aspects of the sequencing,
started to bring down the costs of this enterprise.

The private sector was not initially eager to pursue this project. Walter
Gilbert was a Harvard professor, winner of the Nobel Prize for his work on
genome sequencing, and a founder of Biogen, an early successful
biotechnology company. In 1987, Gilbert announced he would launch a
new biotech venture, the Genome Corporation, whose sole purpose would
be to “read” the human genome and sell the information it deciphered.
“The total human sequence is the grail of human genetics,” he declared.12

Gilbert aimed to get $10 million in initial funding to get his company
going but was unable to line up any financial backing in the first year.
Skeptics of the company questioned the economic basis for such a
company. They pointed out that once a physical map is in hand a few years
from now, anyone wishing to know a particular gene sequence could do
the job himself—a restatement of the spillover problem that leads to
insufficient private R&D. The venture never took off, and the company
folded by 1988.13

That might have been the end of the story had the scientific community
not managed to convince the US federal government to make this a
priority. Starting in 1988, Congress agreed to fund the National Institutes
of Health (NIH) for research on the human genome.14 James Watson, who
had won a Nobel Prize for his work on discovering the structure of DNA,
became the director of the new National Center for Human Genome
Research (NCHGR). The collective effort of the NIH, NCHGR, the
Department of Energy, and their international partners constituted the
Human Genome Project.15 The project officially began in 1990 and was
predicted to last fifteen years, with a total cost of $3 billion.



The story of the Human Genome Project (HGP) over the next decade
illustrates how research advances in fits and starts. On paper, progress was
slow; by February 1999, less than 15 percent of the genome had been
sequenced.16 In fact, the underlying technology for faster and faster
automation of sequencing was being developed in the background, spurred
on by this government effort.17

Some of these developments were made at public research institutions,
such as the development of the colony picker—which combined a robot
arm with a coupled video device for imaging—at Lawrence Berkeley
National Laboratory, and the development of the BaseFinder program,
which efficiently processed the vast data collected, at the University of
Wisconsin. Other developments came from private companies, such as
developments in automatic sequencing by Applied Biosystems.

Most notable among these private companies was Celera, founded by
Dr. Craig Venter, formerly a section chief at the NIH. Celera began a
competing effort to sequence the human genome in 1999. Leading experts
claim that Venter’s method would not have succeeded on such a large
scale without all the preliminary work done by the HGP—that is, the
mapping that was already in the public domain by the late 1990s gave
Venter’s method the leg up it needed to succeed.18 But Celera succeeded
in putting pressure on the public-sector-led HGP to complete its own
preliminary map of the genome in 2003, two years ahead of schedule.19

The $3 billion federal investment in the HGP has paid off in an
impressive manner. By 2004, the total stock market value of the genomics
sector was $28 billion, and most of these firms—75 percent of those
publicly traded and 62 percent of ones privately held—were in the United
States.20

The Battelle Technology Partnership Practice found that economic
activity associated with human genome sequencing between 1988 and
2012 amounted, directly and indirectly, to $965 billion. Even counting the
federal government’s ongoing investments in HGP-related research since
2003, this yields a ratio of economic impact to government spending of
65:1. In 2012 alone, the direct and indirect impact of human genome
sequencing created 280,000 jobs and $19 billion in personal income (an
average of almost $70,000 per job).21

Another way to put it: the genomics-enabled industry sector generated
and stimulated nearly $3.9 billion in federal taxes and $2.1 billion in US
state and local taxes in 2012. Thus in one year, revenues returned to



governments equaled the entire thirteen-year investment in the HGP.22

The benefits of the HGP investment do not stop with pharmaceuticals;
the spillover effects are much broader. Agriculture and global food
security are being significantly enhanced through the application of
genomics to plant and livestock improvement—for example, through
identifying the right inputs (e.g., nutrient uptake or pest resistance) and
outputs (e.g., chemical composition).23 Genomics is also being applied in
the tracing of food contamination and associated pathogenic events.
Likewise, commercial enterprises across a series of product categories in
biotechnology, biofuels, food processing, drug and vitamin production,
and bio-based materials are applying advanced genomic knowledge and
technologies to bring to market new and more efficient industrial processes
to power the US and global economies.24 The NIH estimates that the HGP
produced nearly $1 trillion in economic growth at the cost of $2 per year
per US resident.



THE NIH INNOVATION MACHINE25

The Human Genome Project is just one example of the incredible value
that has been delivered by public research through the NIH. This
government agency has powered the innovations that have dramatically
improved the health and length of life of all Americans.

The NIH is the single largest public funder of biomedical research in
the world, supplying $37 billion a year in research funding. This accounts
for roughly one-quarter of all medical research spending in the United
States.26 Over 80 percent of the agency’s funding is awarded through some
fifty thousand competitive grants to three hundred thousand researchers at
twenty-five hundred research institutions. The agency also spends
approximately 10 percent of its budget on research in its own labs,
supplying funding to another six thousand researchers.27

The NIH has been largely protected from the vicissitudes of funding
that marked many of the other agencies in the history of public R&D in the
United States. Agency funding grew rapidly until the late 1960s, fell
slightly in the early 1970s, but then grew steadily until the late 2000s; for
example, while Department of Defense spending in 2010, as a share of
GDP, was only 60 percent of its 1967 value, NIH spending as a share of
GDP was 80 percent higher than in 1967. But even the NIH couldn’t avoid
the large budget cuts of recent years, with funding falling as a share of
GDP by about 15 percent from 2010 to 2017. Moreover, the successes of
the NIH, along with the ever-increasing costs of discovery in the medical
sector discussed in Chapter 4, suggest that funding should be rising even
faster.

NIH funding has consistently created both broad and successful
research. Organizationally, the agency comprises twenty-seven centers and
institutes, ranging from the National Cancer Institute (oldest) to the
National Center for Advancing Translational Sciences (newest). Funding
from these centers and institutes has supported 153 Nobel laureates and
195 Lasker awardees.28 In 2016, 115,000 articles acknowledged NIH
support. Each R01 grant (the typical investigator-led research proposal)
produces 7.36 published research articles on average, and each such article
receives 300 citations on average.29

Knowledge from this research spreads well beyond the scientific
community. For example, NIH funding contributed to research underlying



all 210 new drugs approved by the Food and Drug Administration (FDA)
between 2010 and 2016. Researchers at MIT have estimated that each
additional $10 million in agency funding generates 2.7 additional private-
sector patents. Using estimates of the stock market return to additional
patents, this suggests that $10 million in NIH funding yields $30.2 million
in more value for private firms on the stock market. This is an enormous
return to government funding of research.30

Undoubtedly, this research produces massive benefits for the economy.
One study estimates that NIH basic research funding for drugs produces a
43 percent return on investment. Agency funding also stimulates private
research: a dollar increase in basic research funding leads to an additional
$8.38 in industry R&D spending over eight years.31

More importantly, NIH-funded research consistently improves health
and saves lives. In economic terms, research-related gains in average life
expectancy between 1970 and 2000 have had an estimated economic value
of $95 trillion in the United States alone. To give an example, cancer death
rates have dropped by more than 1.5 percent annually for the last fifteen
years. Every 1 percent reduction in cancer deaths has a net present value of
$500 billion to current and future Americans.32

Success stories from public health research funding are not hard to
come by. In many cases, NIH-supported research has fundamentally
changed our understanding of diseases and options for treatment. For
example, the Framingham Heart Study offered many of the early insights
into the preventable causes of cardiovascular disease. It began in 1948 as
an epidemiological study with five thousand participants in the town of
Framingham, Massachusetts. At the time, heart disease would typically
only be treated ex post (e.g., after a heart attack). The study was the first to
identify cigarette smoking, high blood pressure, high cholesterol, obesity,
and diabetes as risk factors associated with heart disease. In doing so, the
study demonstrated that preventative measures in medication or lifestyle
could significantly improve cardiovascular health. Thanks to this change in
approach to treatment, health outcomes associated with cardiovascular
disease have improved dramatically. Death rates from heart disease fell
67.5 percent from 1969 to 2013, and associated life expectancy increases
between 1970 and 2000 have added $1.6 trillion to national wealth.
Seventy years later, the Framingham Heart Study continues and now
includes offspring cohorts of children and grandchildren of the original
participants.33



Other notable medical advances brought forth by NIH research include
vaccines that have virtually eliminated diseases. Before a vaccine became
available, Haemophilus influenzae type B (Hib) was the leading cause of
bacterial meningitis in children. By the mid-1970s, twenty thousand cases
of Hib were reported each year, incurring $2 billion in annual medical
costs. Over one thousand children died annually from Hib, and thousands
more suffered from deafness, seizures, intellectual disability, or brain
damage.

In 1968, the NIH funded the first research for developing a Hib vaccine
and shortly thereafter funded clinical trials for the vaccine in children. NIH
and FDA scientists discovered an improved conjugate vaccine (a vaccine
that uses only a specific piece of the germ) in the 1980s, and NIH-funded
clinical trials brought the first conjugate vaccine to FDA approval in
1987.34 Following release of the vaccine, Hib was all but eliminated.
Today, Hib incidence is down 99 percent since before vaccines were
available. Only forty cases of the disease were reported in the United
States in 2009, representing a savings of $3.7 billion in societal costs for
the children born that year.35

It is important to emphasize that NIH funding leads to new treatments
even when the underlying research does not begin with treatments in mind;
indeed, more than half of these patents to agency-supported research are
for a different disease from the grants they cite.36 For example, NIH
researchers were studying a particular class of enzymes knowns as Janus
kinases (JAK) when they discovered a mutation in one enzyme that could
be used to battle autoimmune disorders. This led to some of the leading
treatments in use today to help the 1.5 million Americans with rheumatoid
arthritis.37



NOT JUST THE NIH: HIGH RETURNS TO MILITARY R&D

The case of the NIH is a compelling one in terms of both economic
benefits and improvement in human health. However, health is not the
only area where public support for innovation continues to pay huge
dividends for economies around the world.

Skepticism abounds regarding the value—for the civilian economy—of
military R&D. In the United States, defense-related research and
development consistently represents more than half of all government-
funded research and development. Tales about wasteful military spending
during the Reagan administration became legendary, such as $110 for an
electric diode worth $0.04, or $435 for a single claw hammer, or $437 for
a measuring tape!38 But what these entertaining anecdotes miss is that
alongside this wasteful spending was valuable investment by the Defense
Department in research and development.

Recent research by Enrico Moretti, Claudia Steinwender, and John Van
Reenen demonstrates this convincingly.39 They study changes in military
R&D across OECD nations over almost a quarter century. They confirm
that more public spending increases (crowding in), rather than displacing
(crowding out), private research-and-development spending. Each dollar
of publicly financed military research-and-development spending leads to
$2.50–$5.90 in private R&D. This is a huge effect, showing that—at a
minimum—military research is promoting more, not less, private sector
innovation—just as is the case for the NIH.

Most importantly for our purposes, they find a large effect on
productivity from more research-and-development spending. To put their
results in context, they suggest that the rise in US military R&D after 9/11,
from 0.45 percent to 0.6 percent of GDP, led to 2 percent faster growth.40

This is a large effect from a fairly modest change in spending.
In the 1940s and 1950s, there was a positive catalytic effect on the

broader economy from military-related research, as we discussed in
Chapters 1 and 2. But the benefits continue to this day. Want an
illustration? Look at the Roomba currently cleaning floors around the
world.

In 1990, three MIT graduates founded iRobot. In 1998, the young
company received a research contract from DARPA to develop robots for
space exploration and military defense. The resultant PackBot robot was
used in Iraq, Afghanistan, and the aftermath of 9/11. But the company’s



real success came in the nonmilitary sphere, with the release of the
Roomba in 2002. The Roomba design came from a robot called Fetch
designed in 1997 for the air force.41 As Colin Angle, the cofounder of
iRobot, said, “It was a little weird working on mine-hunting robots and
then my next meeting would be about vacuuming.… The military
business… enabled us to learn how to manufacture and sell and distribute
these vacuuming robots.”42

By 2005, the company was trading on the Nasdaq. As of 2012, the
company had sold eight million home vacuum robots—compared to five
thousand defense/security robots.43 Ninety percent of revenues for the
company come from consumer robots.44 Currently, the company has sold
fifteen million robots and employs one thousand workers in the United
States.45,46 Robot vacuums account for 20 percent of the worldwide
vacuum market, and Roomba accounts for 70 percent of robot vacuums.47

Military R&D paved the way for a successful private sector company that
is creating jobs.



PUBLIC FINANCING OF TECHNOLOGY PAYS DIVIDENDS

We have documented the limitations of the VC model and its implications
for the US economy. Can the government possibly help? The experience
of the Small Business Innovation Research (SBIR) program in the United
States, as well as similar programs around the world, suggests that it can.

The SBIR is the largest US federal government spending program
supporting private research and development.48 The SBIR began in 1982
and currently mandates that federal agencies spending more than $100
million annually on external research set aside 3.2 percent of these funds
for awards to small businesses. As of 2015, eleven federal agencies
participated in the SBIR program, setting aside more than $2 billion each
year.

The SBIR program has two phases. Phase I provides grants of
$150,000 to fund nine months of proof-of-concept work; phase II awards
grants of $1 million two years after phase I to fund later-stage
demonstrations. The program is fairly selective, with only about 10 percent
of applicants receiving funding. For many small firms, the SBIR “serves as
the first place many entrepreneurs involved in technological innovation go
to for funding.”49

Despite its limited budget, the SBIR has been a major success. The
SBIR typically supports five to seven times as many early-stage tech start-
ups as does private VC, and it has a vigorous and labor-intensive peer-
review process that allows for revised proposals, helping early-state
technology firms develop their core missions. The SBIR also provides a
key signal to the private sector of valuable potential investment in the
sectors that venture funds have typically avoided; SBIR winners represent
only 3 percent of VC funding recipients in information technology, but 20
percent in life sciences and 10 percent in the energy/industrial sector.50

Indeed, the very first SBIR grant recipient was Gary Hendrix, who used
the grant to form the software firm Symantec. The SBIR grant allowed
Hendrix, who had been the principal investigator of a project at Machine
Intelligence Corporation when the company went bankrupt, to continue the
project as Symantec. His team was successful, and the project’s
breakthrough product Q&A would generate $50 million in sales. Hendrix
has said that Q&A’s development created “the intellectual and commercial
pizzaz [sic] to quickly attract $14 million of venture capital and IPO
investment along with top-flight people in management, scientists,



engineers and marketing.” Symantec currently employs over 12,000
employees in over thirty-five countries, of which 6,148 employees were in
the Americas (likely most in the United States).51

Another notable early success is the telecommunications company
Qualcomm, which received funding from SBIR as a start-up with thirty-
five employees in 1987—and today has grown to 38,000 employees (of
which around 20,000 are in the United States).52 As cofounder Irwin
Jacobs stated before Congress in 2011,

The value and importance of SBIR funding at a critical point in
Qualcomm’s earliest days should not be underestimated. Cutting-
edge research leads to breakthrough discoveries, but in order for
companies to attract private funding, they need support to prove the
feasibility of new and often risky and unproven technologies. For
Qualcomm, SBIR provided one source of that critical start-up
funding. And while it was not the only source of funding for us at
the time, it was one of the critical “stamps of approval” that allowed
us to successfully pursue sources of private capital.53

The success of SBIR is not just confirmed by notable examples but by
academic analysis as well.54 One study found that firms that were awarded
grants enjoyed substantially greater employment (a 56 percent increase)
and sales growth (a 98 percent boost) than comparable firms that did not
win SBIR funding.55 Another study found that winning a phase I grant led
firm patents to rise by at least 30 percent, doubled the chance of receiving
VC financing, and doubled the probability of earning positive revenues
within two years.56

A powerful recent example of the catalytic role of the SBIR is the story
of Illumina. Illumina was founded in 1998 to enter into the nascent DNA
sequencing market (a market that existed because of the Human Genome
Project).57 As a start-up, Illumina received NIH SBIR funding between
1999 and 2004 to contribute to the development of its genotyping, parallel
arrays, and gene expression–profiling technologies—all of which played
important roles in Illumina’s growth. The SBIR funding was not the only
financing received by Illumina, as private VCs also invested in the
company. But Dr. Mark Chee, the founder of Illumina, has pointed out that
the funding from the NIH SBIR program propelled the development of the



company’s core technologies at a very early stage, when obtaining funding
from private investors would have been difficult.58 And a case study
written for the National Research Council concluded that by “providing
flexibility in pursuing projects outside the mainstream of immediate
research objectives,” SBIR funding “provided a key counter-balance to the
tendency to over-focus, which is perhaps inevitable in a small company.”59

As a result of this SBIR-supported research, Illumina has grown
rapidly. As of June 2018, the company has 6,200 employees (of which just
under 4,000 are in the United States) and sales of $2.94 billion. It has
commercial offices in the United States, Brazil, the UK, Netherlands,
China, Singapore, Japan, and Australia.60

The SBIR is not alone in government technology programs that have
successfully financed new start-ups, but it is relatively unique in its long-
run success and sustainability. A natural comparison is with the National
Institute of Standards and Technology, an arm of the US Department of
Commerce that “works with industry and science to advance innovation
and improve quality of life.”61 The NIST was originally established in
1901 to ensure standardization of weights and measures, as well as to be a
physical laboratory for the United States; four scientific researchers at the
NIST have been awarded Nobel Prizes in Physics for their work on laser
coding of atoms.62

Over time, the NIST created significant “extramural” programs to
promote the translation of science into the economy. The Advanced
Technology Partnership (ATP) was introduced in 1981 to increase the
competitiveness of US firms by promoting “high risk research with large
potential societal and economic benefits.”63 A recent study showed that
winning an ATP grant resulted in a higher odds of firm survival fourteen
to sixteen years later.64 Despite this success, the ATP program and a
successor NIST program were killed by Congress, and the most recent
budget proposal from the Trump administration proposed to cut the NIST
itself by 34 percent.65



INVESTMENTS THAT LIFT ALL BOATS, NOT JUST THE YACHTS

Today’s economic debate in the United States isn’t focused only on
growth but also on jobs. And the jobs debate raises a major concern with
our discussion so far: that faster technological progress will simply mean a
quicker path to robots taking our jobs. Will we end up with the Player
Piano economy envisioned by Kurt Vonnegut, with a few highly skilled
employees and everyone else replaced by higher-tech machines?

As we discussed in Chapter 1, this concern turned out to be unfounded
in the years after World War II. Rising demand for skills was met by a
rapid increase in skilled workers, and the whole economy benefited. In
1947, the typical American family earned $28,491 in 2016 terms. By 1973,
this had roughly doubled to $58,539—that is, as the size of the economy
increased, the amount earned by the typical family doubled.66 Real family
incomes grew at the same roughly 2.5 percent that the economy (in terms
of GDP per capita) grew. The rising tide of productivity-led growth raised
all boats—everyone benefited.

And when everyone benefits, inequality falls. In 1947, the richest 20
percent of Americans had 8.5 times as much income as the poorest 20
percent. By 1973, that ratio of top 20 percent to bottom 20 percent had
fallen to 7.5.67

But over the past forty years, economic growth has become divorced
from job creation. The gains from growth have been increasingly focused
on a small share of our highest-income earners, and real median household
income has stagnated.

By 2016, median family incomes had grown to only $65,063, a 20
percent increase from what it was in 197368—that is, from 1973 to 2018,
while average GDP per capita was growing at 1.7 percent per year, real
family incomes were growing at 0.4 percent per year! So while the typical
family saw 100 percent of the growth (in GDP per capita) before 1973,
they have seen only about 25 percent of the growth since then.

Moreover, since the early 1970s, growth in incomes has diverged
radically across income groups, with rapidly rising incomes at the top and
stagnating incomes for everyone else. This has led to a striking widening
in the distribution of incomes. As noted earlier, in 1973, the top 20 percent
of Americans had 7.5 times as much income as the bottom 20 percent. By
2016, this gap had risen to 13.3 times—that is, the richest 20 percent of



Americans have $13.30 for every dollar that the poorest 20 percent have.69

Focusing on the top 20 percent doesn’t do justice to the extremes of
income inequality growth. The top 1 percent of Americans have seen an
even more dramatic turn in their fortunes. From 1945 to 1973, the share of
incomes earned by the top 1 percent of Americans fell from 12.5 percent to
9 percent. From 1973 to 2015, the share earned by the top 1 percent rose
from 9.5 percent to over 22 percent.70 From 1993 to 2015, more than half
of all the income growth in the United States went to the top 1 percent of
the income distribution71—that is, if you took all of the growth in US
incomes over that entire period, you could divide it into two piles: a
slightly larger one going to the top 1 percent of all Americans, and a
slightly smaller one going to the other 99 percent.

A boost in public financing of research and development can create
jobs not only for PhD scientists but for a much broader swath of
Americans—just as was the case with aerospace, electronics, and other
industries built on the back of publicly funded research after World War II.
Higher productivity doesn’t just raise wages for skilled workers but also
for all of the less-skilled workers who provide the backbone of the local
economy. Recent research has shown that having more highly educated
and more productive workers helps everyone; for every 1 percent increase
in the productivity of the workforce in a city, the wages of highly skilled
workers rise 0.6 percent—and the wages of less-skilled workers rise 1.2
percent!72

Consider the case of gene and cell therapy discussed in Chapter 4. One
bottleneck to further development of this industry is a lack of qualified
workers.73 Solving this bottleneck means making jobs for Americans with
specialized skills, but not necessarily a postgraduate or even a bachelor’s
degree. One industry source reports that “the evidence suggests that…
[employers] will create an increasing number of specialist manufacturing
roles… best filled by specialist technicians (that is, by skilled workers who
are qualified to below degree level).”74 Indeed, the Bureau of Labor
Statistics projects that the number of jobs for medical and clinical lab
technologists and technicians in the United States will grow by 13 percent
between 2016 and 2026 (nearly twice the national average of 7 percent),
adding 42,700 jobs in the process. These jobs had a median salary of
$51,770 in 2017 (37 percent more than the national median) and typically
require a professional certificate, associate’s degree, or bachelor’s degree,
depending on the level of skill required.75



PUBLIC RESEARCH FUNDING AND JOBS: THE EVIDENCE

The notion that more public research funding will lead to more good jobs
is not just a conjecture—it is supported by solid evidence from both the
United States and around the world.

A great example of this phenomenon comes from looking at what
happened around US universities, which have been the hubs of innovation
in the modern knowledge economy. Some of the most successful cities in
the United States have emerged around some of our nation’s leading
educational institutions, such as MIT and Harvard in Cambridge, and
Berkeley and Stanford just outside of San Francisco. But the benefits of
publicly financed universities are not limited to this small set of cities.
National studies show that more university research spending leads to
more factory operations locating in the same county as the university and
to more jobs in nearby areas.76

A particularly interesting study looked at what happened to the local
economy when universities were given a financial incentive to
commercialize the innovations coming out of their research spending. The
Bayh-Dole Act of 1980 gave universities the property rights to innovations
developed under federal funding, allowing the universities to benefit from
the value of companies developed by their faculty from federal grants.
There was a significant rise in university patenting after the Bayh-Dole
Act; while only 55 universities had been granted a patent in 1976, 340
universities had been granted at least one patent by 2006.77

This study showed that after the Bayh-Dole Act, there was strong
economic growth around universities in the very industries that were
related to that university’s research strength. For example, the University
of Texas at Austin had strong electrical engineering and computer science
departments before Bayh-Dole and then saw particularly strong growth in
those industries after Bayh-Dole. More generally, the study finds that one
additional university patent led to a permanent rise in employment of
fifteen people.

To confirm that this is not just a peculiarity of a particular study, we
looked at data ourselves. In particular, the National Science Foundation
collects data each year on public research funding to every university in
the United States. We used these data to match universities to the
employment and payroll of firms in the same counties as those
universities, and we looked at what happens to jobs and pay when the



federal government sends more research dollars to universities in a specific
county.78 The results are striking: doubling the amount of university
research spending is associated with 1 percent more employment in that
county.79

Further confirmation that public R&D can create good jobs comes from
other countries. The New Zealand government has a program that provides
public grants to innovative start-up firms, much like the SBIR (but with
actually giving money to the companies rather than loaning it). A study of
this program found that among those firms that receive public grant
funding, employment growth is 6 percent faster over the next four years
than comparable firms that did not receive funding.80

One of the most innovative government support programs for R&D in
the world is the Finnish Tekes program. Finland differs from the United
States in devoting much of its public funding to providing direct R&D
subsidies to companies through Tekes. These subsidies generally cover
35–50 percent of the cost of an R&D project and are provided
competitively based on factors such as technological promise and
collaboration with other firms. A recent study used regional variation in
the funding of firms through Tekes to show that those firms that received
funding saw much larger increases in employment, with receipt of a grant
leading to an 85 percent rise in employment among the mostly small firms
receiving these grants. This result is confirmed by another study finding
Tekes grants leading to more rapid productivity growth among small- and
medium-sized firms.81

The study of military research and development across countries
discussed earlier also shows that such spending not only creates growth
but also increases jobs. In particular, the authors find that a rise in military
R&D of $570,000 leads to 270 more jobs outside of research and
development itself.

Taken together, we have painted a rosy picture of public research
funding as an investment for the United States and around the world.
Compelling case studies and many academic analyses suggest that
investing in public R&D will benefit our economy. But before rushing
headlong into more public investment, two potential limitations are
important to note.



THE LOCALIZED BENEFITS OF PUBLIC INVESTMENTS

As highlighted earlier, a major source of social returns that are higher than
private returns is the spillover of technological innovations to other
sectors. One really interesting finding from this set of studies is that
spillovers are very local—that is, despite the growing ease of international
business, R&D done in one place still appears to benefit other firms in that
same place.82 Some argue that the localization of R&D spillovers is
actually increasing over time.83

Evidence for the local benefits of university research are particularly
striking. In one study, the authors examined the citations included in patent
applications and focused in particular on citations to university-based
research (including university patents).84 They found that citations to
university research decline sharply as the patent application is filed farther
and farther from universities—that is, research coming from universities
doesn’t disseminate equally worldwide or even countrywide. Rather,
research disseminates more rapidly to local companies.

Another important study considered the birth of the biotechnology
field, the driver of pharmaceutical innovation in the United States and
around the world.85 This study noted that biotechnology research was
being carried out well before the discovery of the basic technique for
recombinant DNA in 1973, the foundation for commercial applications of
that research. The authors then showed that the places where scientists
were doing biotechnology research before commercialization became
exactly the places where the new commercial biotechnology sector took
off—and where it remains strongest. That is, even though recombinant
DNA was a nationally known discovery, it turned into a leading industry
only in places where that specific scientific expertise was already
established.

This local concentration may be due to more frequent face-to-face
interactions between the university researchers and local companies, and
as a result, the spillovers of this university research in terms of generating
new businesses is fairly localized.86 Indeed, one study found that
university spin-offs are more likely when there is more of a presence of
local venture funders.87

A terrific case study of this phenomenon involves the location of a
proposed large new science center in the UK in 2007.88 The Diamond



Light Source is a synchrotron facility, a circular particle accelerator that
produces beams of x-rays, infrared, and ultraviolet light. Such synchrotron
light is useful to study small objects, such as molecules and atoms, whose
visualization requires light with shorter wavelengths than those available
in microscopes. This facility was to cost £380 million, representing the
single largest investment in research infrastructure in the modern history of
the UK. It was funded primarily by the UK government.

The big question was where to put the Diamond Light Source. The
initial plan was to place it near Manchester, where the existing outdated
synchrotron was located. However, one of the funders, the Wellcome
Trust, suggested that it be built instead in Oxfordshire, 160 miles away,
where it could benefit from colocation with Oxford University–based
science units. After much controversy, that argument won the day, and the
facility was built in Oxfordshire.

The impacts on the locus of research activity were immediate. There
was a similar amount of synchrotron-related research in both locations
before the plans for the new facility were announced in 2003. Yet after that
point, and particularly after the facility opened in 2007, the number of
articles related to synchrotron-related research authored by Oxford-based
academics grew rapidly, while there was only a moderate increase in
research by Manchester-based academics.

So the location of research funding matters. Unfortunately, when it
comes to geographic disparities in the United States, government research
funding is currently part of the problem, not part of the solution.

One-quarter of federal government R&D spending per capita in 2015
went to two states (Maryland and New Mexico). Five states had more than
5 percent each of public R&D spending per capita (Alabama, Maryland,
Massachusetts, New Mexico, and Virginia), while the bottom ten states
combined had only 4.4 percent of public research spending per capita.

Things were not very different in 1975. In that year, once again, one-
quarter of R&D spending went to Maryland and New Mexico. Once again,
five states had more than 5 percent of public R&D spending per capita,
although the list was somewhat different (Alabama and Virginia being
replaced by California and Washington). And once again, the bottom ten
states received a tiny share of spending (only 3.5 percent).

Given this distribution, the prospect of simply increasing R&D with no
locational restrictions is not likely to be very appealing to the majority of
US voters. For example, a $100 billion increase in public spending is $370



per capita in the United States—that is, if the public research funding were
distributed equally across states per capita, each state would get $370 for
each person in the state. But if instead these dollars were distributed in the
same way as existing per capita research spending, this would mean, for
example, that the state of Maryland would get $3,150 per resident, the
state of New Mexico would get $1,900 per resident, and the state of
Massachusetts would get $1,000 per resident. At the same time, Arkansas,
Louisiana, Kansas, Kentucky, and South Dakota would all get less than
$100 per resident. Taken together, only twelve states would actually take
home more than $370 per resident, despite the fact that this is the average
for the nation.



PUBLIC R&D IS RISKY—SO FAILURES MUST BE TOLERATED

We have argued that public R&D is a great investment, with huge returns
for human health and for the economy. But this is still a risky investment.
One study we cited earlier found that there was one patent per two or three
NIH studies. So even at its most productive, the typical NIH study will not
yield a patent. This is once again a reminder that research and
development is a process that does not yield a constant stream of winners
but rather a process whereby numerous tries are needed, but when you do
hit a winner, it is very valuable. Indeed, the study of the success of SBIR
found that the results were driven by the top one-third of the distribution of
firms—that is, while many firms got the awards, it was a relatively small
subset that showed large benefits.

The goal for publicly funded research is not to have every investment
pay out. Rather, the objective should be for the winners to be so successful
that overall, the portfolio is highly productive. The problem is that our
political debate provides too many opportunities to jump on failures
without seeing the big-picture path toward success. The example of
Solyndra provides a cautionary tale.

In February 2009, President Obama signed into a law the American
Recovery and Reinvestment Act. This law involved about $800 billion in
stimulus to help the economy recover from its most significant downturn
since the Great Depression. A major target of funding as part of the ARRA
was spending on energy efficiency and renewable energy research. The
purpose was stimulating the growth of a clean energy sector in the United
States to provide jobs in the short term and develop new technologies to
combat global warming over the longer term.

As part of this program, the government funded nearly forty new
energy projects at a cost of $36 billion.89 It is too early to fully assess the
success of the program, but the progress to date is excellent. So far,
borrowers have defaulted on only 2.3 percent of the funds granted as part
of the project, and of all the new firms set up as part of the initiative, only
8 percent have gone bankrupt.90 There are numerous success stories from
this financing, such as NRG Solar and MidAmerican Renewables’ Agua
Caliente photovoltaic solar plant. This project received a $967 million loan
guarantee to complete the facility. The power produced by this solar plant
can support the energy needs of 230,000 homes at peak capacity and is
being sold to Pacific Gas and Electric under a twenty-five-year contract.91



Over this twenty-five years, this zero-carbon power will avoid the release
of 5.5 million metric tons of carbon into the atmosphere, the equivalent of
taking forty thousand cars off the road annually.92 More generally, the first
five large solar projects in the United States were funded under this
initiative; these projects had been unable to raise sufficient private
financing.93

But the political focus was all on a failure: Solyndra. This company
manufactured thin-film solar cells and was based in Fremont, California.
Solyndra had an innovative plan to create new solar panels made out of
cylindrical tubes rather than the traditional flat panels, which (the company
claimed) allowed the panels to capture significantly more electricity in a
given year and did not have to move to track the sun.94 Solyndra was the
first recipient under the ARRA clean energy initiative, receiving a $535
million loan guarantee that it used to build a $750 million factory. It was
widely touted as a success story by the administration—but it turned out to
be an enormous failure.95

This was partly due to factors outside Solyndra’s control: there was a
massive reduction in the price of silicon that made it impossible to
compete with traditionally produced solar panels.96 And it was partly due
to false claims by Solyndra; in 2009, the company told the government
that they had firm contracts to sell $2.2 billion worth of solar panels over
the next five years, but in reality, those deals were not confirmed. In any
case, Solyndra eventually filed for bankruptcy and defaulted on its loans.97

This failure was a major focal point of debate over this clean energy
initiative. As Fred Upton, Republican from Michigan and Chairman of the
House Energy Committee, stated, “Solyndra will be remembered in the
history books as a sad hallmark of a newly installed administration that felt
it was above the rules, lusting for positive headlines rather than focused on
delivering results.”98

But what was not featured as part of the debate was the fact that the
investment in Solyndra represented only 1.5 percent of the total amount
invested in this initiative—and that the bulk of the investment was
performing well. This overall good news was dominated by the bad news
about Solyndra. As one sector analyst said, “Solyndra is a black eye for the
program, and that means bad things for the solar industry in the United
States.”99

These types of failures have led to excessive conservatism in US
government support for solar energy development. As one expert report



concluded, the very low rate of default on government loans for solar
technology development suggests that the federal government has been too
conservative with these loans. Moreover, existing loans are focused on
large-scale projects that are well on their way to success rather than pilot-
scale facilities that are most likely to lead to new knowledge generation—
but which are also riskier.100

The concern about failure is not just manifested in the energy arena.
Two public agencies that funded cutting-edge research in the past now
seem less willing to take big risks. One review found that NIH grants in
recent years are scored much more based on “doability” than on
innovation; at the time a grant proposal is submitted, it is typical for two of
the three objectives to have been completed.101 As Nobel laureate Roger
Kornberg states, “If the work that you propose isn’t virtually certain of
success, then it won’t be funded.”102

This conservative view of research risks is even extending to an agency
charged with taking big risks, DARPA, which has in recent years shifted to
funding research that is near term and less risky.103 As Don Ingber, a
professor of pathology at Harvard, states, “DARPA seems to be shifting to
the NIH model—more near-term, more risk-averse.”104

Successful scientific endeavors involve failure. Recall that the typical
venture investment fails; venture capitalists earn the vast majority of their
returns on a small share of their investments. If we want the public sector
to promote innovation, we cannot hold it to a standard that is so much
higher than we do with the private sector. If failure is not an acceptable
option, then risks will not be taken. And if risks are not taken, then bold
successes will be impossible.



THE PRAGMATIC CASE FOR PUBLIC R&D

The evidence clearly demonstrates the economic benefits of public funding
of research and development. It complements and encourages, rather than
replaces, private efforts; studies from the United States and throughout the
world show that more public financing of research leads to more private
R&D, not less.105 Public funding of research and development leads to
more innovation, faster growth, and more jobs.

But public funding of research has not fully delivered on its promise. In
particular, spending on public R&D has not fully recognized the gains
from local coordination between university researchers and a burgeoning
private sector to create economic growth. And to the extent that public
spending has been targeted, it has been to those areas of the country that
are already doing very well. It’s time to improve the model.
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America:

Lands of Opportunity

We want to find a city that is excited to work with us and where our customers,
employees, and the community can all benefit.

—Amazon, official statement on the webpage that announced 20 finalists (out
of 238 applicants) in the competition to become the location for its HQ21

AMERICA IS OFTEN CALLED “THE LAND OF OPPORTUNITY,” BUT IN RECENT

DECADES, THE OPPORTUNITIES have been shrinking—in a geographical
sense—as we increasingly rely on a small set of superstar cities located on
the coasts to drive our innovation economy. Meanwhile, much of the rest
of the country has missed out, as people are unable to move to these
economic epicenters because of limited high-priced housing. This lack of
mobility has reinforced our nation’s divided politics, specifically the splits
across regions and also between large cities and smaller towns or rural
areas.

America does not have to rely on a small set of superstar cities for
growth. There are opportunities for rapid growth around the country that



are just waiting to be tapped. Cities outside the superstar centers on the
coasts have excellent educational institutions, talented populations, and a
high quality of life. They are ready to take their place as growth engines
driving the technology-based economy of the future.

Unfortunately, the path to widespread economic opportunity is blocked
by the allocation of the public and private infrastructure of research and
development. The continued targeting of both early-stage investment
dollars from the private sector and of basic research from the federal
government to the superstar cities simply reinforce the ongoing regional
inequity. States are trying to resist these trends through the kinds of tax
breaks that Amazon was offered in its recent competition to determine the
location of its second headquarters, but that just leads to a race to the
bottom, where corporations win and US taxpayers lose.

There is a better way. The federal government has a long history of
undertaking place-based policies that target areas around the nation,
beginning with support provided to various locations as the frontier moved
westward during the nineteenth century. Other contributions include the
land-grant colleges that created the modern US educational system, the
Tennessee Valley Authority that modernized a large area in the Southern
United States, and the distribution of military bases around the nation,
which helped share the benefits of the postwar boom.

It’s time to update this thinking and apply it to an expansion of research
and development that will keep the United States at the forefront of the
modern world economy.



SUPERSTAR CITIES PULLING AWAY

While overall rates of growth have slowed in the United States, a set of
superstar cities is thriving—and pulling away from the rest of the country.

To see this, we can look at the numbers on average earnings per worker
across metropolitan statistical areas (MSAs) in the 48 contiguous US states
in 1980 and 2016.2 These MSAs pick up what is happening in both cities
and in their surrounding suburban areas.3 Using public survey data, we
have created a list for both 1980 and 2016 of superstar cities, which we
define as the top ten mainland urban areas with highest earnings per
worker.

In 1980, five of the top ten MSAs were in Michigan, and a sixth was
Casper, Wyoming. These were MSAs whose income derived primarily



from manufacturing and natural resource extraction. By 2016, the top ten
included Boston, New York, San Francisco, San Jose, and Seattle, which
were outside the top ten in 1980; Boston and New York weren’t even in
the top twenty in 1980.4 The good jobs today are in information
technology, biotechnology, and financial services. None of those
previously star Michigan areas make the top ten list today—indeed, they
don’t even make the top twenty.

There is also an evident shift in prosperity toward the coasts. In 1980,
three of the top ten MSAs were on the East or West Coast; by 2016, nine
of the top ten were on the coasts.

In addition, there is a widening disparity of incomes between the most
prosperous areas and the rest. In 1980, the top ten cities had 30 percent
higher earnings per worker than cities elsewhere in the country. By 2016,
the top ten MSAs had earnings that were 57 percent higher than elsewhere.

Disparities are also opening up between the very highest-earning cities
and those merely doing very well. Average earnings in the top three cities
in 1980 were 8 percent higher than average earnings in the rest of the top
ten in that year. Average earnings in the top three cities in 2016 were 25
percent higher than the rest of the top ten in that year.

It is the shift to a knowledge-based economy that appears to be driving
income divergence across geographic areas.5 This process creates greater
agglomeration, meaning the crowding together of similar or related
activities. For example, there are over two thousand tech companies in
Silicon Valley, which is the densest concentration in the world.6 The
Economist identified ninety-nine listed technology companies with market
values of over $1 billion in Silicon Valley, which are together worth $2.8
trillion and account for around 6 percent of all corporate America’s
profits.7 As another example, the Boston/Cambridge area is home to about
one thousand biotech-related businesses, and Kendall Square has the
highest concentration of biotech companies in the world.8

Agglomeration in the technology economy arises when more talented
workers in an area raise the economic returns to other talented workers
who are located nearby.9 For example, recent research shows that
inventors are more productive when there is a higher local density of other
inventors in their area.10 Thereby, places that are able to initially attract
talent are able to reward additional talented workers at a higher level,
leading to a concentration of talent in certain places—while others fall
behind.



Agglomeration arises from a number of economic forces.11 Firms and
individuals can share resources ranging from better public transportation
(airports and roads) to higher-quality schools to sports arenas. Having
more people living in an area with similar skills makes it easier to find
workers whose skills match what firms need—and can also help workers
find the kind of opportunity they want (in the job market or even in the
dating market). Finally, more interactions with a wider set of skilled
individuals means more opportunity for learning.

Surprisingly, the concentration of economic activity in superstar cities
doesn’t seem to be slowing down. The high cost of living in successful
cities, along with the reduction in communication barriers brought about
by the internet, should—you might think—lead individuals to move out of
those cities and into new locations with lower costs of living. Bogged
down by their high costs, existing technology hubs might give way to new
growth centers.

In fact, the opposite is happening. The success of technology
companies depends critically on the entire economic ecosystem around the
company so that it is hard to break away from an existing hub. The
geographic divergence we have seen recently in the United States reflects
the fact that some areas have succeeded in creating ecosystems that foster
growth, attracting more skilled workers, and continuing to grow faster.

Well-performing areas look set to do even better.12 The cities that have
the most college graduates are the ones adding college graduates the
fastest. The cities with the highest-earning college graduates are the ones
where college graduate earnings have been growing the fastest. The cities
with high life expectancy are the cities where life expectancy is growing
the fastest. Every day, the American landscape splits further and further
between the haves and have-nots.

Recall that this trend has been reinforced in an important way by the
government; the locations that have been favored by public research
spending are by and large the same superstar areas of the country. Seven of
the ten highest-earning MSAs are in states that are in the top ten in terms
of per capita public R&D.13 None of the top ten—or even the top twenty—
highest-paying MSAs are in states that are in the bottom half of spending
on public R&D per capita.



THE RENT IS TOO DAMN HIGH

If some cities are doing so much better than others, then why don’t more
people move there? The United States is a nation with historically high
mobility and a history of strong-willed pioneers striking out for new areas
in search of riches. There is no secret regarding where the best
opportunities are today. Why isn’t everyone in their covered wagon
heading to those cities?

After all, US history is replete with boomtowns. In 1850, there were
thirty thousand people in Chicago; by 1910, there were more than two
million residents. However, today, economic booms no longer necessarily
lead to burgeoning urban populations. The metro areas offering the highest
pay in 2000, such as San Francisco, Seattle, and Boston, have some of the
slowest population growth rates in the country, while individuals have
flocked to lower pay and less productive metropolitan areas.14 New York,
San Francisco, and San Jose are today smaller, relative to other cities, than
they used to be.15

The problem with living in booming cities such as San Francisco is
quite obvious—they have the highest cost of living. The list of cities where
the cost of living is the highest reads very much like the list of cities that
have most benefited from the knowledge economy: San Jose, San
Francisco, Boston, New York, Washington, DC, Los Angeles, and so on.16

This high cost of living forms a barrier deterring entry into the city and
into its workforce.

The high cost of living in these places is not mostly about the cost of
food or other services. A quarter pounder with cheese costs only twice as
much in Boston, Massachusetts, as it does in the lowest-wage parts of the
country.17 Rather, the most significant difference is in the cost of housing.
Housing expenditures are the single largest element of family budgets,
accounting for 40 percent of spending on average.18 The cost of housing
varies a great deal across cities in the United States.

Indeed, the same dispersion that we noted earlier in wages is also
present in what folks have to pay for a house. In 1980, families living in
the ten highest-earning cities paid $188,880 on average for their homes; in
all other cities, house prices averaged $151,050. By 2016, those in the top
ten highest-earning cities paid $607,530 for their homes, compared to
$222,020 nationally. That is, housing prices in the top cities in 1980 were



25 percent higher than other cities in 1980; by 2016, they were more
almost three times as high.19

It might not seem surprising that housing is more expensive when
everyone wants to move to a city. This simply reflects the basic law of
supply and demand. However, housing is much more expensive than it has
to be in prosperous cities because of a mechanism interfering with the
unfettered operation of the housing market: zoning regulations.
Throughout the United States, local regulations restrict the use of land in
ways that make it impossible to provide the supply of housing that is
required to meet its demand. This means that as areas grow, more and
more workers are bidding for a limited set of places to live reasonably
close to the cities where the good jobs are located.

For much of US history, local economic booms were matched by local
building booms, but this era has ended. For example, in Manhattan, there
were thirteen thousand new housing units permitted in 1960 alone, which
is nearly two-thirds of the total permitted during the entire decade of the
1990s. The cost of constructing housing does vary somewhat across areas;
for example, it is cheaper to build in the flat southwest than the hilly
northeast, but this variation is very small relative to the enormous variation
in house prices. Local restrictions on constructing housing are the primary
driver of house price variations.20

The United States is relatively unique in having land use under local
control, as opposed to national land-planning agencies in places like the
UK and France. The problem this raises is that existing owners have an
incentive to restrict housing supply, both to increase the local amenities
(such as by having height restrictions on buildings to make the skyline
more appealing) and to keep house prices high.

The set of restrictions imposed varies widely, from minimum lot sizes
(most Boston suburbs have a minimum lot size of over one acre for the
majority of their homes), to maximum heights, to multistage and costly
review processes for environmental and other restrictions.21 While the set
of restrictions is complicated, the net effect is to significantly raise home
prices and rents. Researchers estimate that in one-sixth of the metropolitan
areas in the United States (including most of the highest-earning ones
discussed earlier), the prices are at least 25 percent higher than
construction costs, and in markets such as Los Angeles and San Francisco,
they are twice as high.22

Consider in particular the example of Palo Alto, California, the



epicenter of Silicon Valley. The technology industry in and around the city
has grown spectacularly, but its housing stock has not. Low-slung, single-
family housing dominates, even with thousands of students and young
employees who might prefer smaller apartments. According to Zillow,
single-family homes trade at a median price of $2.6 million, and median
rents have climbed from $3,800 in 2011 to $6,000 in 2017.23 Despite this,
Palo Alto leadership has focused on restraining the growth rate of jobs
rather than building more housing.24 In 2017, the city planning
commission approved an extension of the city’s recent restriction of new
office development to no more than fifty thousand square feet per year in
an effort to slow development.25

Another good example is the suburbs around Boston. The Route 128
corridor that circumscribes Boston’s core has long been the site of a cluster
of prominent companies, initially focused on computer services and more
recently on financial services, management consulting, and
biotechnology.26 In response to the growing industrial cluster, cities and
towns in this area aggressively used zoning to maintain the predominance
of single-family housing. According to the Fair Housing Center of Greater
Boston, the type of development that occurred around Route 128 served to
intensify racial segregation in the metropolitan area by excluding lower-
income people and people of color from living near good job
opportunities. Specifically, zoning tactics like setting minimum lot sizes
served “to control density, protect open space and artificially inflate
housing prices.”27 Today, towns around Route 128 are among the most
expensive in Massachusetts.28

Income now flows to a smaller set of cities, but individuals can’t afford
to move to those cities to take advantage of the opportunities—and
therefore get left behind in the places that are not benefiting from the
agglomeration economies. Indeed, one recent study estimates that
restrictive housing policies cause millions of workers to be “missing” from
the most productive cities in the economy. If barriers to housing supply
were removed, this study estimates that many more workers could live in
these more productive cities; if this reallocation had occurred over the past
several decades, the United States as a nation could have grown 50 percent
faster in that time.29

Moreover, mobility, like everything else in America, has become
polarized. Almost half of college graduates move out of their birth states
by age thirty, while only 17 percent of high school dropouts do so.30 This



at least partly reflects the fact that higher education leads to higher wages,
which leads to a better ability to afford to move to thriving cities, which
means even faster wage growth in the future. And as a result, we get a
continued divergence between the most and least educated in our society.

At the same time, people living in and around the highest-income cities
are spending much longer commuting.31 In the top ten cities of 1980, 5.4
percent of workers had to spend an hour or more commuting, compared to
3.8 percent nationally. In 2016, 14 percent of commuters in the top ten
cities spent more than an hour commuting, while nationally it was less
than 6 percent.32 Meanwhile, in San Francisco, a proposal to build high-
density housing close to mass transit is meeting opposition from, among
others, environmentalists—who would in other forums likely argue for
lower carbon emissions.33



BABY EINSTEINS WITHOUT ACCESS TO CAPITAL

One contributor to this ongoing dispersion in economic opportunities is the
method of financing innovation. We noted some limits of the venture
capital model in Chapter 4. Another problem is that, despite fluid national
and international capital markets, VCs like to invest where they are
located. This follows naturally from their concern about moral hazard—
early-stage investors are more eager to invest when they know the
entrepreneurs and can monitor them closely.34

Once again, this is a profit-maximizing strategy for investors, but it has
the consequence that the early success of VCs in existing superstar cities
has led to a concentration of start-up capital in those cities. And this
concentration is striking. Twenty-five percent of all VC financing in the
United States is concentrated in the San Francisco area, while another 15
percent is in nearby San Jose. Another 10 percent is in the New York area,
10 percent is in Boston, and 5 percent is in LA. This means that two-thirds
of all VC financing is focused in five places in our entire nation—and
these are the places that are already the epicenters of the knowledge
economy.35

The result is that new discovery is not being financed in those parts of
the country that do not already have successful investors, and this can have
long-run implications for polarization.

A vivid illustration of this point is recent research that contrasts the
place of birth of individuals who do and do not eventually create patented
technologies in the United States. Future inventors grew up in exactly the
places where existing inventors are concentrated. In 1980, the rate of
patenting in the top twenty cities was about 2.5 times as high as other large
cities in the United States. By 2010, it was 6 times as high—that is, the
highest-earning cities are also creating new knowledge at a faster rate than
other cities in the United States.36

This is particularly disturbing because it suggests a strong mechanism
for perpetuating the polarized nature of the US labor market. There are
undoubtedly many “future Einsteins” born in parts of the country where
inventing is not happening—but productive opportunities are lost when
there is no mechanism for the discovery of ideas from these parts of the
country, nor the financing for the development of these ideas into valuable
goods that can create jobs and grow the economy.



ECONOMIC POLARIZATION AFFECTS POLITICAL POLARIZATION

The divergence in economic outcomes between successful technology
hubs and those areas of the country that have not kept up with the
knowledge economy is striking.37 But the correlation with growing
geographic polarization of our political system is even more profound.38 In
the 2016 election, Hillary Clinton received a 26 percent higher vote share
in the fifty most-educated counties in America, while Donald Trump had a
31 percent higher vote share in the fifty least-educated counties.39 The
result is highly educated Democratic areas and less well-educated
Republican areas that are having difficulty speaking to each other.

Particularly, the difference in attitudes toward education and science
across geographic areas is disturbing. The General Social Survey (GSS) is
a data set that has for several decades collected a variety of measures on
public attitudes.40 The data do not identify cities, but they do identify
census regions, so we can examine differences in attitudes between the
large cities in coastal regions that host most of the superstar cities (the
Northeast, Mid-Atlantic, and Pacific coast) and the rest of the country.

The results show some striking differences between the places doing
really well and the rest of the country. The superstar areas are significantly
more likely to say that “scientific research that advances the frontiers of
knowledge is necessary and should be supported by the federal
government” and to report that the United States should be spending more
money to support scientific research. Perhaps most importantly, residents
in these prosperous cities are 25 percent more likely to say that they have
great confidence in our educational system!41

The dispersion in economic outcomes between the coastal big cities
and the rest of the country may well widen further. The very factors that
led these coastal cities to become superstars can become self-perpetuating.
These cities will invest more in education, and this will be supported by a
concentrated investment ecosystem. Regional disparities in growth, which
used to be self-correcting, may actually continue to widen.



WHO CAN CROWN NEW SUPERSTARS?

Economic activity—and (even more worrisome) economic opportunity—is
increasingly concentrated in a set of coastal superstar cities. It does not
have to be this way. To visualize the many places in America that want to
become the new epicenters of technology-led growth, consider the recent
bidding war to attract an investment by Amazon.

On September 7, 2017, Amazon, at that time one of the most valuable
companies in the United States, made a striking announcement: it would
build a second North American headquarters in addition to its home base
in Seattle.42 The reaction was frenzied. Cities from all across the country
raised their hands and made the case that they would be the best place for
this new hub of activity. In the end, there were applications from 238 cities
in 43 states, the District of Columbia, and Puerto Rico.43

These cities ranged in size from Lawrence, Kansas, with fewer than
one hundred thousand residents, to suburban New York, with more than
twenty million. In terms of racial composition, applicants included
Manchester, New Hampshire (more than 90 percent white), and Memphis,
Tennessee (nearly 50 percent African American). Amazon’s suitors also
covered the spectrum in terms of political preferences, from Oakland,
California, where 78 percent of the voters supported Democrat Hillary
Clinton in the 2016 presidential election, to Pensacola, Florida, where 64
percent of the voters supported Republican Donald Trump in the same
contest.

What did all these diverse cities have in common? They wanted the
opportunity for economic growth—and the associated jobs—that would
come with Amazon’s decision.

On January 18, 2018, Amazon announced its twenty finalists. And the
distribution was almost as wide as the distribution of applications.44

Included were politically liberal superstar coastal cities, such as Boston,
Philadelphia, Los Angeles, New York, and three near Washington, DC;
rising tech hubs such as Austin and Pittsburgh; college towns such as
Columbus, Ohio, and Raleigh, North Carolina; and areas with a promising
academic base and a low cost of living, such as Nashville, Tennessee.45

Each finalist could make a compelling case based on objective facts
about their location, from the large number of colleges and world-class
airport in Atlanta to the popularity of Denver with millennials, the



connection to Latin America of Miami, the central location and low cost of
living of Philadelphia, and the cutting edge of artificial intelligence (AI)
research (including a major investment by Google) of Toronto.46And of
course, there were tax breaks. The details are not typically public, but
available figures suggest enormous offers of more than $7 billion in tax
credits from New Jersey47 and more than $3 billion in tax breaks and
grants, as well as $2 billion in transportation upgrades, from Maryland.48

The question that faced Amazon was: Should it choose an existing
superstar coastal city? These cities have the advantage of dynamic and
rapidly growing economies centered on new technologies and some of the
most talented and educated workers in the nation, but they have the
downside of long commutes and high housing prices. Is it time for a
company like Amazon to help create a new superstar city?

We recently learned the answer, and it is no. On November 12, 2018,
Amazon announced that it was splitting its new HQ2 between two
superstar cities: New York City and Washington, DC (strictly speaking,
Amazon is investing in Northern Virginia, but this is very much part of the
DC economic area). Amazon’s decision further confirms that
agglomeration economies are leading to a continued divergence of the
superstar cities from the rest of the country. Indeed, these two cities alone
accounted for about half of the net increase in business establishments in
the United States between 2007 and 2016.49 As one expert said, “We look
naïve in even raising the question that this could have gone to a different
kind of midwestern, heartland place. There wasn’t really an alternative.”50

If we are going to crown some new superstars, the public sector will
need to take a stronger role.



WHAT MAKES A SUPERSTAR CITY?

We have discussed the shift of American economic activity and innovation
toward a smaller set of superstar cities as a natural consequence of the
agglomeration inherent in a knowledge-based economy. Is there some
reason why certain cities are destined to become superstars?

Perhaps the most important reason why some cities become superstars
is the presence of a highly skilled workforce, especially one with a high
level of education. And, no surprise, the cities that have done best
economically since 1980 are those with a high share of the population
having a college degree.51 Today, the top ten highest-earning major metro
areas in the United States all have a share of the adult population with
college degrees of 39 percent or more.52

However, by this criteria, there are many other American cities that
could have become superstars. Thirty other large metropolitan areas have a
population within which at least 39 percent have a college degree. And
these metropolitan areas are located in twenty-five different states! By any
reasonable standard, there are many places with more than enough highly
educated people.

Moreover, while the excellent universities in superstar cities are world
famous, including Berkeley, Stanford, Harvard, MIT, and others, there are
excellent universities all over the United States.

The ranking of the quality of PhD programs in the sciences provided by
the National Research Council (NRC), the research arm of the National
Academies of Science, Engineering, and Medicine, provides evidence that
this is the case.53 Not surprisingly, there is a high concentration of top PhD
programs in the ten superstar cities: roughly 13 percent of the best
programs are found there. But this means that there are dozens of top
programs elsewhere in the nation. Seventy-five other cities have a top-
twenty program!

High-quality undergraduate institutions are even more widely dispersed
around the nation. One measure of undergraduate quality is whether
students go on to graduate study, particularly at a highly ranked graduate
school. Almost 80 percent of people enrolled in PhD programs—and
almost 75 percent of students at top-twenty graduate schools—come from
undergraduate schools not in the metropolitan areas of superstar cities.54

Students can clearly choose from a wide variety of cities outside the



superstar areas to obtain a top-notch science education.
If so many cities have at least the educational qualifications to become

a superstar city, why did relatively so few emerge? That there is nothing
predetermined about which cities become superstars and which do not can
be seen in two of the most famous epicenters of technology today. Neither
Kendall Square in Cambridge, Massachusetts, nor Seattle, Washington,
were clear choices forty years ago.55



KENDALL SQUARE: BECOMING THE BIOTECHNOLOGY CENTER OF THE WORLD

Located in East Cambridge, Kendall Square was the heart of an industrial
center from the Civil War through the first half of the twentieth century.
Goods ranging from telescope lenses to soap to the once-famous Necco
Wafers candy were produced in this area.56

By the mid-1940s, however, these factories began closing as companies
looked for cheaper labor elsewhere. When soap maker Lever Brothers,
which was Cambridge’s biggest employer, decided to leave in 1959, the
decline of industrial Cambridge was complete. “Kendall Square was a
moribund 19th-century district,” said Robert Simha, director of planning at
MIT. “Companies were sliding away. People were losing jobs. The city
was losing income. The few plants that remained, like the vulcanized
rubber plant, were smelly and polluted the air.”57

The town turned to the remaining prominent resident of Kendall
Square, MIT, for help. In 1960, the president of MIT announced that the
University would purchase the former Lever Brothers site and develop it
into office buildings under the moniker Technology Square.58

There seemed to be an ideal tenant: the National Aeronautics and Space
Administration. Both President John F. Kennedy and his influential
brother Senator Ted Kennedy pushed NASA to consider their home state
—and specifically Kendall Square—for a proposed scientific campus,
intended to develop new electronics systems for manned spaceflight and
other programs.59 The Electronics Research Center (ERC) was set up in
Kendall Square in 1964. But the respite was temporary—due to budget
cutbacks, President Nixon closed the ERC in 1970.60

Kendall Square’s decline continued. During the 1970s, the town of
Cambridge continued efforts to develop plans, but there was no consensus
on what needed to be done in what became known as Nowhere Square.
From 1950 to 1980, the number of working-age people living in the
Kendall Square area declined from 4,200 to 2,500.

But the seeds of Kendall Square’s rebirth were being planted. When
future Nobel Prize–winning professor Phillip Sharp of MIT founded
Biogen, a business based on recombinant DNA technology, he originally
started in Geneva.61 But he wanted the business to be as close to his lab as
possible, so in 1982, he moved the company to a small factory building on
Binney Street in Cambridge, not an immediately obvious choice.



According to one postdoctoral fellow from the early 1990s: “I remember
one of the graduate students in [Phillip Sharp’s] lab got assaulted—knifed
—on one of the streets that was no more than four, five blocks from where
we worked.”62

Nevertheless, Biogen did well. Over the next decade, other companies
followed suit, and the seeds of a biotechnology hub were born. Genzyme
moved their headquarters from Boston to Cambridge in 1990, Millennium
Pharmaceuticals was founded in Cambridge in 1993, and Amgen was
created in 2001.

Naturally enough, established companies—known as Big Pharma—did
not want to be excluded from this fast-growing hub. Many of the leading
drugs produced by large pharmaceutical companies were coming off
patent, and there were no replacements in the pipeline. “So what to do
when the goose stops laying the golden eggs?” asks entrepreneur Tim
Rowe. “You have to go where the new goose is.”63

In 2003, the Swiss drugmaker Novartis repurposed the building where
Necco Wafers were made—creating a cutting-edge pharmaceutical
research center. With more than two thousand employees, Novartis is now
Cambridge’s largest employer. Other giants, such as Pfizer, AstraZeneca,
Amgen, and Baxter, have followed, all opening Kendall Square research
centers in recent years.64

This geographical concentration of effort reflects a growing
appreciation within the pharma sector for the advantage of proximity.
“Fifteen years ago, a pharmaceutical company did not want its staff talking
to other scientists. That’s over,” says David Dixon, principal of Boston-
based Goody Clancy, an architecture and urban-planning firm
commissioned to study Kendall Square. “Now they want to talk to each
other. They attend forums, meet at lunch and after work to exchange ideas,
and they can do that because they are close together.”65

This success in biotechnology, ironically, has extended to the other
high-tech sectors where Cambridge previously appeared to have fallen
behind Silicon Valley or Seattle. Gleaming new research centers for
Amazon, Google, and Microsoft are now centerpieces of Kendall Square,
and there are hundreds of start-up companies focused on new technologies
ranging from information technology to clean energy. And there is more
than $14 billion in venture capital under investment in the Kendall Square
area alone.66

By 2010, the working-age population in the Kendall Square area rose



past its 1950 peak and today has 6,200 working-age residents.
Landowners, as you would expect, have done very well; from 2000 to
2016 alone, median house values have risen from $338,000 to $586,000 in
East Cambridge.67



SEATTLE VS. ALBUQUERQUE68

Microsoft is closely associated with the rise of Seattle as a technology-
development hub, but actually it came very close to building its global
brand in Albuquerque, New Mexico, where it was located in its first years.
Microsoft’s first client was in Albuquerque, and the budding software
company prospered in that area—enough so that one of the its cofounders,
Bill Gates, dropped out of Harvard to devote himself full-time to the
enterprise. By 1978, the company had already more than $1 million in
revenues and thirteen full-time employees.

Gates and his cofounder, Paul Allen, missed home—which was Seattle,
Washington. So on New Year’s Day, 1979, they moved their headquarters
to Seattle. Seattle’s economy at that time was heavily dependent on old-
style manufacturing and lumber. People were leaving by the thousands,
and quality of life was declining. Just a few years before Microsoft’s
move, the Economist had labeled Seattle the “city of despair,” writing that
“the city has become a vast pawn shop, with families selling anything they
can do without to get money to buy food and pay rent.” Indeed, a giant
billboard appeared near the airport saying, “Will the last person leaving
SEATTLE—Turn out the lights.”

At least on paper, Albuquerque was a more promising location in 1979.
The share of the population with a college education was only 5 percent
lower than in Seattle, and average wages were similar. Seattle actually had
50 percent more robberies per capita. With its excellent weather and the
famous Sandia National Laboratories, Albuquerque had the potential to
become a new tech hub.

The call of home trumped these factors; Microsoft moved northwest,
and Seattle’s high-tech boom followed. Microsoft’s presence and rapid
growth made Seattle more attractive to other high-tech companies.

When Amazon’s founder, Jeff Bezos, hopped in a car in 1994 and
drove west (from New York) to his new life as an internet retailer, he
chose as his destination not his home city of Albuquerque but instead a
place where he had no personal connections—Seattle. By this time, Seattle
was a magnet for high-tech activity and had a larger pool of talented tech
employees. And it was home to a significant venture capital presence—
some of the earliest investments in Amazon came from Seattle-based VCs.

Despite relatively similar initial conditions, the paths of these two cities
have diverged radically. From 1980 to 2016, average earnings per worker



in Seattle rose by 37 percent in real terms—while earnings grew by only 7
percent in real terms in Albuquerque. Today, the share of the population
with a college education is 45 percent higher in Seattle than Albuquerque.
Albuquerque’s crime rate is now higher than Seattle’s, with a murder rate
that is more than double.69 It is not inconceivable that, had things played
out differently, Breaking Bad’s Walter White would have gone from high
school teacher to drug kingpin in Seattle, not Albuquerque.



STATE POLICY AND THE RACE TO THE BOTTOM

The large geographic disparities between superstar cities and their
counterparts around the country have, not surprisingly, gained the attention
of local policy makers, and they are not taking these disparities lying
down. There has been a huge increase in development efforts at both the
state and local level to try to increase their share of good jobs. Local policy
makers know well the stories of places like Kendall Square, Seattle, and
others, and they want to create the next superstar cities. But their efforts to
redistribute the pie are often self-defeating and end up enriching
corporations from the pocket of the taxpayer.

The main tool that states and localities use in their battle to grow is tax
breaks for businesses. Measuring the size of these tax breaks is
complicated, but a recent comprehensive effort by the researchers at the
nonpartisan Upjohn Institute, one of the nation’s leading think tanks
studying local economies, shows that they add up to more than $45 billion
annually. This amounts to 1.42 percent of the profits of businesses in the
United States, or 30 percent of the average amount that states and localities
actually collect in business taxes.70

Goodjobsfirst.org tracks these data and reports on the costs to states of
particularly large tax breaks. These include an $8.7 billion deal for Boeing
to stay in the state of Washington in 2013 (after a $3.2 billion deal in
2003) and a $5.6 billion deal for Alcoa to remain in New York in 2007.
There have been twenty-seven deals, each costing states more than $1
billion since the beginning of the twenty-first century, and the pace is
quickening—nineteen of those deals were in 2010 or later.

The most high-profile recent example is the arrangement for Foxconn
to move to the state of Wisconsin. The Taiwanese manufacturer had put
out word that it was considering a major new plant in the United States in
January 2017, and its founder had said that “incentives would be needed to
make it happen.”71 Wisconsin reportedly beat out six other states—
Indiana, North Carolina, Ohio, Texas, Pennsylvania, and New York—
going after the Foxconn plant.72

In July 2017, Foxconn agreed to set up a $10 billion plant to
manufacture consumer electronics in Wisconsin.73 The reward was a rich
bounty, including $3 billion in state tax breaks, another $753 million in tax
incentives from the city and county where the plant was to be built



(including buying the land and giving it to Foxconn for free), $400 million
in road improvements, and an upgrade to local electricity systems that will
cost $140 million.74 According to Wisconsin’s own estimates, it will take
until at least 2043 for the state to recoup its lost revenue.75

Are these tax breaks a good deal for the citizens of states like
Wisconsin? That depends on the answer to two questions. First, to what
extent would the companies have come to the locality anyway, even
without the tax break? After all, if a firm was going to come to a city
anyway and the city gives that firm a tax break, then the tax break hasn’t
created jobs—it has just lowered tax revenues. If Foxconn had already
decided to come to Wisconsin, then all the state did was give away a lot of
tax revenues that could have gone to their citizens. Second, if it is true that
tax breaks attract firms to a locality, does it actually cause a significant
increase in economic development?

The evidence on the first of these questions suggests that businesses are
not very sensitive to such tax breaks, at least compared to all the other
factors that determine business location decisions. For example, a recent
study of tax breaks in Texas found that about 85–90 percent of projects
that collected a major state tax break were going to locate in the state
anyway.76

On the other hand, when businesses settle in an area, they do offer a
powerful economic benefit. One particularly interesting study compared
cities that won competitions to attract new manufacturing plants relative to
other comparable cities that were the finalists in these competitions. They
found that the cities that won had much faster growth—including
productivity gains to existing firms—from winning the competition. In
other words, having new businesses around made existing businesses more
productive. This is compelling evidence for the agglomeration effects we
discussed earlier: having more productive activities in an area makes
everyone else around them more productive.77

So states face a trade-off. The jobs and higher productivity brought in
by new businesses will raise the state tax base so that the state could
collect the same revenues even with lower taxes. But if the tax break is too
large, it will exceed any gains from the new business. Whether states end
up on the right or wrong side of this trade-off is a matter of debate with no
clear answer.

But what is clear is that while these tax breaks may or may not be a
good deal from the perspective of specific areas, they are a terrible deal



from the perspective of the United States as a whole. That is because
almost every plant over which states are competing is going to locate in
the United States in any case, so the country gains no jobs when a plant
chooses one city over another—these would be American jobs anyway.
Foxconn was going to build a US plant; it just had to choose where to do
it. And nineteen of the twenty finalists for Amazon were in the United
States, so those jobs were always likely to end up in the United States
regardless of the size of the tax breaks offered to the company.

From a national perspective, these tax policy battles are a zero-sum
game. There is a certain set of businesses that are choosing locations, and
if those businesses choose one location, they do not choose another. Along
the way, this race to the bottom has transferred massive resources from
state and local taxpayers to the companies (and shareholders) that can win
the competition.

Why do we care? Because state and local taxes are necessary to finance
the public spending demands of their residents.78 Those spending demands
do not, of course, decrease when new businesses come to town. Indeed,
they may grow, as a larger population and new businesses need more
schools, better roads, and increased policing, all of which are funded at the
state and local levels.

When one city wins a competition over another, total state and local
taxes in the United States fall. State policy may or may not provide net
gains to the state, but there are clearly national losses.

Of course, one location may be a better match for new business
operations than others. In other words, the agglomeration benefits of new
activities—offices, manufacturing plants—will vary across places. It
would never make economic sense to randomly choose where to locate a
new plant or business. State competition can in theory reveal the best
places for plants to locate. States that have the most to gain from a plant
will likely offer the best deal, and in return, plants will choose the best
places to be. This is the magic of competition.

On the other hand, there are large losses from this destructive tax
competition, with local communities perhaps getting a larger base of tax-
paying jobs but the nation as a whole losing out from transferring tax
revenues to wealthy corporations. What we need is a way to tap into the
state-level urge to compete, but in a productive, positive-sum way. In
doing so, we can build on a rich American tradition of place-based policies
implemented by the federal government.



US HISTORY WITH PLACE-BASED POLICIES

There is no predestination behind which places become superstar cities.
Some of the most prosperous and dynamic cities today have been leading
urban areas for more than a century (e.g., New York), while others—such
as Seattle—were on no one’s radar forty years ago.

The difference today is that new top-performing cities do not appear to
be emerging organically as they did earlier in US history. As the evidence
discussed in this chapter shows, we are no longer a nation of convergence,
where areas doing well naturally fall back and new areas emerge. Rather,
we have become a nation of divergence, where a few large urban areas do
much better—and better than all other places. The attractiveness of
agglomeration—and talented people crowding together—in the
knowledge-based economy creates centripetal forces pulling economic
activity toward existing superstar cities.

Reversing the great divergence across the United States requires active
federal policy. This is neither a radical nor a new concept—federal policies
have favored or disfavored areas for hundreds of years, profoundly
affecting the shape of our nation. Look no further than the decision of
where to locate our nation’s capital.79 As of the late 1780s, Philadelphia
seemed destined to be our nation’s capital. But the compromise of 1790
instead moved the capital to the new District of Columbia in the
underdeveloped Potomac basin, in return for delegates from the South
acquiescing to allow the federal government to assume responsibility for
some state debts. Today, Washington, DC, has the fourth-highest average
earnings of any city in America, in large part due to well-paying
government jobs, while Philadelphia ranks sixteenth. This was just the first
of many decisions by the

federal government, several of which we outline here, that have had
profound implications for the regional patterns of growth in the United
States.



LAND-GRANT COLLEGES: BUILDING HIGHER EDUCATION IN THE UNITED STATES

The Morrill Act of 1862 granted each state an area of federal land for the
purpose of establishing a college. These land-grant colleges were intended
to be centers for teaching “agriculture and the mechanic arts.”80 The law
did not specify how these plots of land would be assigned; it was up to the
state legislatures. As a result, the placement of land-grant colleges in each
state was heavily influenced by the local political climate.

For example, Maine was quick to respond to the Morrill Act, with the
state legislature first discussing terms of the act in early 1863. Governor
Abner Coburn supported giving the grant to an existing institution, and so
a committee was appointed to consider the options. In response, the
president of Bowdoin College put forward a proposal to become Maine’s
land-grant college. Bowdoin’s proposal appealed to the state on fiscal
grounds, promising that Bowdoin was prepared to accept the land grant
without the need for any additional expenditures from the state. The
committee supported Bowdoin’s proposal but faced opposition from
farmers who favored establishing an independent institution. Ezekiel
Holmes, editor of the Maine Farmer, appealed to a desire to keep talent in
the rural communities and to maintain the importance of the agricultural
sciences. The Bowdoin plan was rejected, and instead the Maine College
of Agriculture and the Mechanic Arts (now University of Maine) was
established in 1865.81

This became a common theme within the state legislatures:
representatives from rural areas favored establishing independent
institutions, while those from urban areas favored partnerships with
existing institutions. These political decisions, while seemingly arbitrary at
the time, have had long-term economic impacts on the areas surrounding
land-grant colleges. One study found that, after eighty years, land-grant
designation increased local population density by 45 percent and increased
manufacturing output per worker by 57 percent in the area surrounding a
land-grant college.82 Another study found that in 1990, places with land-
grant colleges had more highly educated populations and higher wages for
all workers, not just college graduates.83



THE TENNESSEE VALLEY AUTHORITY: BUILDING SOUTHERN ENERGY
INFRASTRUCTURE

Perhaps the best twentieth-century example of the federal government
explicitly using place-based policies to grow an area is the Tennessee
Valley Authority (TVA), created in 1933. A part of the New Deal, the
TVA was established to modernize and industrialize a region of the
country that was particularly hard hit by the Great Depression. Indeed, in
1930, counties that would later come under the control of the TVA had 33
percent lower average manufacturing wages, 33 percent lower average
farm values, and 27 percent lower median house values than the rest of the
country. The TVA’s mission was to improve navigation, control floods,
and produce electricity in the region. Indirectly, the TVA was intended to
revitalize the local economy and serve as a model development project.84

At its peak from 1950 to 1955, there was a huge annual subsidy to that
region—one-tenth the size of the entire local economy—but by 1960, the
subsidies were gone. The total spent on this project was about $30 billion
(measured in today’s dollars) over the entire period.85

The result of this spending was a complete transformation of the
Tennessee valley, including much of Tennessee and portions of many
nearby states. During the period of spending, all types of industries grew
much more rapidly in this area than in comparable areas around the nation.
But even years after the spending ended, manufacturing growth in this area
was much higher than in comparable regions. This big push created
agglomeration economies that have lasted, allowing this previously
backward region to have long-run economic success.86 Today, the TVA
creates an annual economic impact of $11.9 billion and supports 130,000
jobs.87

And the political success of the TVA is enduring. Barry Goldwater
infamously proposed selling the TVA during an interview with the
Saturday Evening Post, and incumbent president Lyndon Johnson used
this against Goldwater in televised ads during his successful 1964
campaign for reelection.88 In 2013, President Obama proposed privatizing
the TVA but faced opposition from both ends of the political spectrum.89

Despite the economic and political success of the TVA, it remains
unique—no comparable federal authority exists with such broad control
over water resources in any other region. Early proponents meant for the
TVA to be just the first of several valley authorities. A bill introduced in



1937 would have created seven additional valley authorities in different
regions across the country, and by 1945, ten bills before Congress
proposed the creation of new valley authorities. None of these bills ever
passed, perhaps in part because of a shift in focus from civilian programs
to military buildup following the onset of World War II.90 The success of
the TVA and the lack of comparable investments elsewhere were noted by
President Eisenhower in a 1954 letter to the governor of Tennessee,
saying, “It is high time that other regions were getting the same
opportunities.”91

Compared to those areas that did not receive additional valley
authorities, the Tennessee Valley Authority was transformative for the
local economy. Between 1940 and 2000, long-run growth rates were
estimated to be 5.3 percent higher for manufacturing employment and 2.5
percent higher for median family income in the TVA region, relative to
regions where similar authorities were proposed but never created.92



MILITARY BASES: SPREADING THE POSTWAR WEALTH

An important driver of jobs and earnings across areas in the United States
in the postwar period was the placement of military bases. The National
Conference of State Legislatures recently reviewed the large set of studies
that show the economic benefits to communities from having a military
base.93 In 2015, for example, military installations in North Carolina
supported 578,000 jobs, $34 billion in personal income, and $66 billion in
gross state product. This amounts to roughly 10 percent of the state’s
overall economy. Specific bases are estimated to have large local
footprints; for example, a 2013 study of the Marine Corps Air Ground
Combat Center in Twentynine Palms, California, estimated that the center
is the main economic driver in the Morongo basin and one of the largest
employers in the county, contributing an estimated $1.7 billion annually to
the local economy. The installation supports 24,300 jobs, or nearly 77
percent of all employment in the basin, and an estimated 62 percent of the
area’s economic activity.94

Despite their outsized economic impact, the locations chosen for
military bases were often based on political advocacy rather than economic
impact. This means that the federal government, like it or not, has long
been making decisions that drive economic growth—based on winning or
losing a military base.

For example, Malmstrom Air Force Base in Great Falls, Montana,
owes its existence to local advocacy. In response to the breakout of World
War II in Europe, the Great Falls Chamber of Commerce contacted
Montana’s two senators in 1939 to request consideration for development
of a military base near Great Falls.95 Also in 1939, the Great Falls Airport
Commission appealed to Harry H. Woodring, secretary of war, to station
an air corps at the existing Great Falls Municipal Airport.96 Construction
of a new base began in 1942, and Great Falls Army Base (now Malmstrom
AFB) opened later that year. The base’s construction has paid off for the
locals; it contributes an estimated economic impact of $360 million
annually.97

In summary, the notion of having the federal government implement
place-based policies is neither new nor radical. Over two centuries, federal
policies that have favored some places over others have had dramatic
implications for the patterns of economic growth around the United States.



A recent review shows, however, that not all place-based federal
policies have paid off.98 In particular, the Appalachian Regional
Commission was a redistribution program established in 1965 to provide
highways to underdeveloped areas of the United States; it was associated
with a short-run rise in growth in these areas in the 1970s, but this was not
long-lived. International evidence is mixed on this front as well.99 This
review concludes that simply spreading money around, rather than
focusing on interventions that have high returns in particular places, is an
ineffective strategy.



THE PLACES YOU’LL GO

The concentration of economic activity in a limited set of places in the
United States isn’t preordained. The many areas that could become new
hubs of a technologically based economic growth strategy have well-
educated populations, strong educational institutions, and the potential for
a dynamic local economy.100 In addition, they have a high quality of life,
featuring shorter commutes and more affordable housing than today’s
superstar cities. To illustrate, we have gathered data on a wide variety of
indicators of life across the major metropolitan areas of the United States.

There are 378 major statistical areas in the contiguous United States,
defined as cities and adjacent commuting areas with at least fifty thousand
inhabitants.101 For each of these MSAs, we have collected information on
three categories of criteria of the type that companies like Amazon, or the
government, might use to think about locations for future technology hubs.

First is a sufficient pool of workers to fill the jobs of the future.
Retaining and attracting workers is not easy; it requires a diversity of job
choices, a large dating pool (i.e., a large number of single people), and
enough population to support such amenities as good restaurants and
cultural events. The scale of the city does not have to be as big as New
York or even Boston, but without at least tens of thousands of local
residents, the new area is unlikely to attract and retain the labor required.

Second is a high-quality base of both skill and entrepreneurial spirit,
the ingredient that combined with educational attainment to create today’s
technology centers. These are typically measured in the economics
literature by the share of the population with a college degree and the
number of patents per capita. But history tells us that a successful tech hub
also requires a high-quality university base as well. Universities were the
epicenter of the growth in innovation in post–World War II America. We
need to maintain our leadership in university education and to more
effectively integrate universities into the business community. The
relationships between Stanford University and Silicon Valley, or MIT and
the Kendall Square biotech hub, set the paradigm. Of course, great
universities can be created, and we have seen dramatic improvements in
the science and engineering education at a variety of US educational
institutions over the past thirty years.102 That said, a natural starting place
in evaluating cities as potential tech hubs is the quality of their existing
university science and engineering education.



Quality of life is the third element. The major problem facing existing
superstar cities is constraints on real estate that have driven housing prices
sky-high. Another issue is how long workers have to commute to their
jobs; commuting makes people very unhappy.103 Finally, one of the key
determinants of quality of life is safety, since it goes without saying that
areas with high criminal activity are not desirable places to live.

Putting these together, we arrive at a perhaps surprising conclusion
given the existing concentration of superstar cities in the United States
today: there are dozens of cities that are large and have highly educated
and entrepreneurial populations, and strong educational institutions, and a
good quality of life.

A great example is Pittsburgh, Pennsylvania. This city of 2.3 million
(1.25 million people aged twenty-five to sixty-four) has a highly educated
population (35 percent of people twenty-five and older have a college
education), is quite entrepreneurial (0.4 patents per worker, more than
double the national average), has excellent schools (with fourteen top-
twenty science programs, and an average of more than one hundred
undergrads per year going to top PhD programs), low house prices (an
average of $183,000, below the typical MSA), and low crime rates
(twenty-nine violent crimes per ten thousand people, about 10 percent
below the national median). One downside with Pittsburgh, however, is
the long commute that many people have to endure—only 60 percent of
people commute less than a half hour (compared to a national median of
72 percent).

To more systematically compare areas in the United States, we have
used the data described here to create a Tech Hub Index System (THIS).
The appendix at the end of the book describes THIS, data sources, and
construction in more detail, as well as presenting the key data. We created
this index in three steps:

 First, we made a list of economic areas in the United States, which
included the usual metropolitan statistical areas (MSAs) along with
combinations of various MSAs that might reasonably pool their
efforts to create a tech hub. For this purpose, we pooled across MSAs
that are within one-hour driving time of each other, and where (a)
each area by itself is too small but combined they are a sizeable hub,
or (b) the areas are complementary—for example, because one area



has a large population while the other has an excellent university.
 Second, from this comprehensive US-wide list of
individual/combined MSAs, we selected just those economic areas
that met three criteria: large enough working age population (at least
one hundred thousand people aged twenty-five to sixty-four),
sufficiently well-educated (at least 25 percent college graduates), and
relatively modest housing prices (average house price less than
$265,000).

 Third, we ranked these places by giving one-third weight to three
categories: size (population aged twenty-five to sixty-four);
education/innovation (equal one-quarter weights within this category
to percent college graduates, number of top science graduate
programs, number of undergraduates who go on to study at top
science graduate programs, and patents per worker); and lifestyle
(equal one-third within-category weights to house price, crime rate,
and commuting time).104

Doing so yielded 102 potential tech hubs around the United States,
consisting of 130 cities (since some are combined). These tech hubs are in
thirty-six different states, spread geographically across all regions of the
country:105

 New England: Massachusetts
 Middle Atlantic: New Jersey, New York, and Pennsylvania
 South Atlantic: Florida, Georgia, North Carolina, South Carolina,
Virginia, and West Virginia

 East-North Central: Illinois, Indiana, Michigan, Ohio, and Wisconsin
 West-North Central: Iowa, Kansas, Minnesota, Missouri, Nebraska,
North Dakota, and South Dakota

 East-South Central: Alabama, Kentucky, Mississippi, and Tennessee
 West-South Central: Arkansas, Louisiana, Oklahoma, and Texas
 Mountain: Arizona, Idaho, New Mexico, and Utah
 Pacific: Oregon and Washington

The only states not on our list have either a relatively small population,



or less education, or high housing prices (or more than one element that
does not meet our threshold). Of the thirty-six states included, twenty-one
have at least three potential research hubs completely or partly in their
state, including seven each in Florida, Michigan, and Ohio; six in Alabama
and Indiana; and five in Georgia, Missouri, New York, North Carolina,
Pennsylvania, Tennessee, and Texas.

Top of the list is Rochester, New York, which is in or near the top
quarter of the cities on virtually all criteria, including third in the country
in patents per worker, twelfth in undergraduates going to top science
programs, and nineteenth in affordable housing. The top ten places in our
ranking are mostly located in the industrial Northeast and Midwest,
particularly New York (#1 Rochester, #3 Syracuse/Utica-Rome, and #8
Binghamton/Ithaca) and Ohio (#4 Columbus, #6 Cleveland-Elyria, and #9
Cincinnati), as well as Pennsylvania (#2 Pittsburgh), Illinois (#5
Bloomington/Champaign-Urbana), Indiana (#10 Indianapolis-Carmel-
Anderson/Lafayette–West Lafayette), and Iowa (#7 Ames/Des Moines–
West Des Moines). The next ten (ranked eleven through twenty) expand
the geographic scope to include states like Georgia (#13 Atlanta–Sandy
Springs–Roswell), Michigan (#11 Grand Rapids–Wyoming), Missouri
(#12 St. Louis), Texas (#17 Dallas–Fort Worth–Arlington), and Wisconsin
(#18 Appleton/Green Bay/Oshkosh-Neenah). The list then broadens
further to include all the regions listed above.

One way to validate our assessment is to compare it to what other
evaluators think of the potential of these areas for business growth. We
looked at data from two different organizations that track economic
development by MSA, although neither is focused on the exact question of
where tech hubs could be built. The Kauffman Index of Growth
Entrepreneurship provides, for the forty largest MSAs in the United States,
a series of indicators about the entrepreneurial environment, such as the
rate of start-up growth and small business activity.106 Site Selection
magazine reports the number of “corporate facility investment projects”
for the top ten cities in three size buckets: population greater than one
million; two hundred thousand to one million people; and fewer than two
hundred thousand inhabitants.107

Our list does not match perfectly with either the Kauffman Foundation
or Site Selection lists, but the overlap is strong. Ten of our top twenty-five
places are ranked in the top forty Growth Entrepreneurship locations by
the Kauffman Foundation. Ten of our top twenty-five also appear among



the thirty-two cities that Site Selection identifies as having had the most
new projects in 2017.

To be clear, THIS is only one way to approach the data. We do not in
any way mean to imply that cities missing from this list cannot be tech
hubs—or that cities on this list automatically would make good tech hubs.
Every element of the index is amenable to change over time, with proper
government policies and appropriate investment.

For example, our full list contains relatively few places in the Mountain
or Pacific regions, reflecting the lack of traditionally highly rated science
education in those areas and significantly more dispersed populations. But
the US history discussed earlier suggests that high-quality educational
institutions can be built. Stanford, today a powerhouse of science and
innovation, was for a long time regarded as a less impressive institution.108

The San Jose area postwar tech boom helped the university, a large owner
of land, and generated great opportunities for its alumni. Philanthropy and
smart hiring helped Stanford to its preeminent position. Plenty of schools
in the United States could aspire to the same today.

Our THIS list is meant instead to illustrate the inclusive geographic
possibilities that could be associated with a big push on science. These 130
cities have more than eighty million Americans living in or near them! The
notion that there is a fixed set of predetermined superstar cities does not fit
US history and is not consistent with the data today.



IT’S TIME TO CROWN SOME NEW SUPERSTARS

One of the major advantages of the United States versus many of our
international competitors is the size of our country. We have dozens of
places with significant concentrations of talent that can be turned into
research-and-development centers. Yet we have ended up concentrating
both private and public R&D in a lopsided small set of cities that leave
most of our vast country unrepresented.

There are many places outside the existing set of superstar cities in the
United States that could foster research-led economic growth centers. The
bidding for Amazon and the (locally sensible but nationally wasteful) state
tax competition for existing companies demonstrate that many locations
are ready to take that next step. But the forces of convergence that would
naturally push them into the superstar tier simply aren’t happening, as the
agglomeration forces of the technology economy continue to favor the rich
coastal megacities. Spreading success across a broader swath of our
country is entirely feasible, but it is also going to require a jump start.
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Innovation for Growth

Americans generally recognize inventiveness as one of their nation’s
competitive strengths. They understand that invention is a powerful engine of
economic growth. Yet it gets amazingly little direct attention or funding from
product makers, universities, or the government.

—Nathan Myhrvold, cofounder of Intellectual Ventures, one of the top five
owners of US patents1

THE HISTORY OF SCIENTIFIC RESEARCH, TECHNOLOGY DEVELOPMENT, AND

ECONOMIC GROWTH IN the United States gives us three important lessons.
First, publicly funded programs—such as the Manhattan Project, the
Atomic Energy Commission, the National Institutes of Health, the
National Science Foundation, DARPA, and the Apollo missions—took on
tasks that the private sector would not or could not tackle.

Second, these programs created technology that boosted growth and
generated good jobs for millions of Americans. The United States became
the undisputed innovation leader of the world in large part due to these
efforts. Almost all our major technological breakthroughs of the past half
century or more—including by private-sector companies in the computer,



health care, or transportation space—have their roots in those public
investments.

Third, these dramatic and high-impact surges in public R&D were, for
the most part, not sustained. The economic basis of these programs was
compelling, but political support quickly dwindled. Funding for science
has repeatedly been seen as excessive and as primarily favoring relatively
few highly educated people.

The United States now faces problems that are quite different from
1941 or 1957. German work on the atomic bomb and the development of
Soviet missile capability posed very real existential threats. In both
instances, American fears may have been exaggerated, but given the
available information—and the strong scientific infrastructure of
America’s enemies—policy makers had good reason to be afraid.
Germany developed long-range rockets capable of delivering deadly
explosives, and the Soviet Union launched the first-ever satellite. Investing
heavily in American technology, along with a commensurate expansion in
educational opportunities, made a great deal of sense as a national security
response. The strongly positive benefits for the broader economy were,
ironically, a side effect.

Today, we again face serious external competition. Europe, Japan, and
especially China are investing increasing amounts in science and
technology. As a result, the rest of the world is threatening to erase our
seventy-year lead in technology creation—and in some cases has already
done so. Our more serious problems, however, are internal. Growth over
the past several decades has been slow, and the gains that the economy has
delivered have been concentrated in the highest-income groups and a few
superstar cities. We need to boost our rate of economic growth in a way
that creates good jobs, with decent wages, for more people and across the
entire country, not just along the booming coasts.

In spring 1940, Vannevar Bush walked into the Oval Office with a
half-page proposal that said, in effect: trust the scientists, and we will work
out the details. Such an approach would not work today. The relationship
between scientists and policy makers has changed irrevocably, and we live
in an era of constrained budgets at least when it comes to this kind of
endeavor. Politicians—and the public—quite reasonably want greater
assurances that they would get value for their money and a broad sharing
of benefits.

Rebuilding the American growth-and-jobs machine in an economically



sensible and politically sustainable manner requires weaving together three
major elements: more support for basic science and related commercial
development; emphasis on a national strategy of developing new tech hubs
as a cost-effective way to take advantage of local research spillovers and
agglomeration; and a funding mechanism that results in direct and
transparent returns for all Americans.

For evidence that such a strategy can work, start with Orlando, Florida.



NOT A MICKEY MOUSE STORY

Orlando brings lots of things to mind: amusement rides, fairy castles, and
giant mice. Fairly low on the list would be computer simulation. Yet
Orlando is not only a destination for family fun, it has also emerged as the
world’s center of the $5 billion modeling, simulation, and training
(MS&T) industry. This industrial cluster is anchored by the University of
Central Florida, one of the nation’s largest universities, and the Central
Florida Research Park (CFRP), which hosts 130 private companies and ten
thousand employees.2

It was not always this way. The East Orange County area in which both
the university and the research park reside was once a sleepy subdivision
of Orange County, dominated by Disney.3 In 1980, East Orange had fewer
than 40,000 residents and 17,000 workers. Thirty years later, it had grown
sixfold, with more than 220,000 residents and 107,000 workers. This
growth had little to do with Disney; the rest of Orange County grew, but at
a much slower rate. As a result, East Orange tripled the percentage of jobs
it held in the overall county, from only 8 percent to almost 25 percent.

What happened is a modern version of what once made America the
most prosperous nation on earth. The federal government, a local
university, and the private sector came together to create a dynamic jobs
engine.

The story begins with the closing of the Orlando air force base that had
been established during World War II. Whenever a military base is
scheduled to be closed, there is substantial lobbying to keep it open, which
usually fails. The story ended differently for Orlando—thanks to an
influential resident with an important connection.

Martin Andersen, the publisher of the Orlando Sentinel, got to know a
young politician named Lyndon Johnson through a common mentor.
Andersen’s paper endorsed Johnson during his 1956 and 1960 campaigns
for the Democratic Party presidential nomination. During Johnson’s 1964
reelection campaign, Andersen organized a motorcade for Johnson during
a visit to Orlando. When Johnson offered to reciprocate with a testimonial,
Andersen reportedly responded, “What I’d really like, Mr. President, is a
military base.” After his visit, Johnson called Andersen and reportedly said
simply, “I’m sending you a naval base.”4

Shortly thereafter, Orlando received a terrific gift. The departing air
force base was not closed but rather replaced by a new naval base. Part of



the new naval base was the Naval Training Device Center (NTDC), whose
mission was the development of combat simulation devices.5

Coincidentally, the University of Central Florida opened in 1968 as
Florida Technological University, with a mission to provide personnel to
support the growing space program at the Kennedy Space Center and Cape
Canaveral Air Force Station. The university grew and was renamed the
University of Central Florida in 1978. A major step was taken in 1980,
when University president Trevor Colbourn decided to create a research
park connected to the university. At the time, with sky-high interest rates,
it was difficult to sell the land near the university for residential purposes.
So instead, the CFRP was established and bought slightly more than one
thousand acres of land south of its campus for $2,500 per acre. The CFRP
was set up as its own authority, financing its growth by issuing special
purpose bonds of the type used by airports.6

The next step for CFRP was to find an anchor tenant around which the
park could build. And they found the perfect anchor with the naval
simulation center, which in the early 1980s needed a new building.7
Colbourn and other business leaders convinced the simulation center to
move the few miles from the base to the new CFRP and to construct its
new building there instead.

The navy’s move turned out to be a motivating force for other
companies to locate at the CFRP. An early participant was Perceptronics, a
training-simulation company, which arrived in 1987. Today, the park has
ten thousand employees, with employment in the park growing at about
five hundred employees per year.8

The park and the university have a symbiotic relationship as new ideas
flow from the university to the park, which functions as a “real-world lab”
for testing these ideas. This relationship has paid off for the university as
well as the local economy. From 1979 to 2015, the federal grant dollars
going to the university rose from $2.5 million to $82 million. And
commitments from the state, the private sector, and other university
sources followed in step; total research-and-development funding at UCF
rose from $3.4 million in 1979 to $188 million in 2016. In 1978, the UCF
had an enrollment of ten thousand students; today it is one of the largest
universities in the United States, with more than sixty thousand students.9
In 1982, UCF had no highly ranked science departments; by 2005, its
electrical engineering program was in the nation’s top twenty.

Meanwhile, entities based at this research park receive more than $1.4



billion in federal financing, mostly from the military but also from the US
Geological Survey, US Army Corps of Engineers, and others.10 But
despite the substantial government catalyst, the park is to a large degree a
privately funded venture and a centerpiece of the country’s computer
simulation industry; moreover, about 60 percent of the park workforce is
involved in other activities in which the university excels, ranging from
lasers and optics to medical devices to computer technology.11 And not
only has the CFRP created jobs, it has created land value as well; the land
in CFRP is now worth about $350,000 per acre.12 The federal government,
a budding university, and an entrepreneurial private sector working
together have created thousands of jobs and billions of economic value in a
place known by many for only citrus and Disney.

The UCF/CFRP relationship is an economic success story in terms of
developing, changing, and growing the local economy, but there are three
important limits. First, the genesis of this hub was a political favor, which
is not the most economically efficient way to allocate federal funds. To
create a national initiative, we would recommend a more objective way of
allocating research-and-development dollars to the places where they can
be productively employed.

Second, the increase in research funding has not led to the development
of large homegrown technology companies, due in part to the lack of
financing in this area for the transition across the valley of death. A report
from the National Venture Capital Association found that Orlando was the
forty-sixth-ranked city in the nation in the number of companies receiving
deals for financial backing.13

The companies in the CFRP have struggled to grow their size and
customer base. As a result, the success of the CFRP is still overly tied to
the military budget. In September 2013, for example, San Diego–based
Cubic Corporation cited US spending reductions as the reason it dismissed
an undisclosed number of workers from its 350-employee workforce in
Orlando. Two months later, it landed a large new contract worth as much
as $112 million to provide simulation training systems for an advanced
navy warship, which led to an increase in hiring in Orlando.14

Finally, the Orlando area suffers from a lack of the skilled workers
required to grow the technology sector. Primary and secondary education
in Florida remains quite weak. US News ranks Florida fortieth for pre-K
through 12 education. Florida ranked forty-third for high school graduation
rate, forty-second for math scores, and thirty-second for reading scores.15



CFRP manager Joe Wallace has been told by companies that for every
PhD they hire, they need ten technicians—but that such a pool of talent is
not available in the area.16

The Orlando example is not an isolated one. The classic example of a
place transformed by research enterprise is North Carolina’s Research
Triangle Park, founded in the 1950s and now the nation’s largest research
park. More recent examples include the Georgia Research Alliance
(GRA). This program devotes state and private resources to recruiting top
research talent to Georgia universities and to leverage those researchers for
research funding and economic development. The GRA’s “eminent
scholars” program has recruited dozens of the nation’s top scientists to
Georgia universities, resulting in $4 billion in outside federal and private
investment in Georgia. GRA efforts have led to a portfolio of 180 spin-off
companies with more than $660 million in revenue and employment of
more than 1,300 professionals.17

At the national level, we should build on the example of Orlando—and
other places that have become strong hubs—while keeping in mind these
shortcomings. The goal is to create a lasting set of successful technology
hubs spread more widely around the country.



FUNDING SCIENCE FOR GROWTH

The heart of our proposal for jump-starting America is a substantial federal
investment in R&D. If we devote an additional half of one percentage
point of GDP to research funding—roughly $100 billion per year—we
would return public funding to its level in the 1980s. Based on history and
available evidence, this investment would lead to a significant growth
boost, arising from more invention and faster productivity growth.18

The evidence reviewed in Chapter 5 shows that past expansions of
public R&D have been a cost-effective way to increase employment. On
the high end, our own regression estimates of the impact of more
university R&D funding on jobs suggest that university research spending
raises employment at a cost of $28,000 per job, while the study of the New
Zealand public R&D program increasing employment implies a cost per
job of $29,000.19 On the lower end, the study of the Finnish Tekes
program implies a cost per job of $8,100, while the study of military R&D
in Europe suggests a cost per job created of only $2,100. This entire range
is quite low, relative to what it costs to create jobs in other contexts. For
example, existing estimates of the jobs created by stimulus spending in the
Great Recession suggested a cost per job created of about $50,000.20

If we conservatively assume that expansions of research and
development create one additional job per $25,000 in spending, then an
investment of $100 billion per year would create four million good new
jobs. This would be a major step toward addressing the shortfall in quality
jobs in the United States.

Alternative calculations produce similar numbers. Orlando receives
$1.4 billion in government funding for its computer simulation industry.
Since 1980, if the East Orange County subdivision had grown at the same
rate as the rest of the county, it would have had thirty-eight thousand new
jobs. Instead, it added ninety-one thousand new jobs. If we divide the
government funding by the number of extra jobs created in East Orange
County relative to the rest of the county, we get an estimate of $26,770 per
job.

This is just the tip of the iceberg. The really big potential gains come
from being at the forefront of the next wave of global superstar
technologies. No one knows exactly which technology will be the next
blockbuster, but there are plenty of candidates. Being the first to develop
radar, jet engines, and the internet was worth a huge amount to the United



States in terms of good jobs created and stronger national security.
What we need is a portfolio of high-risk and capital-intensive research

and development that can lead to broad-based economic growth by
creating high-paying middle-class jobs. We should focus on funding
science that looks likely to have a strong return in terms of creating
sustainable growth into the future. And the possibilities are indeed endless.
In Chapter 8, we highlight promising potential developments in sectors
such as synthetic biology, alternative energy, and ocean exploration, but
keep in mind these are just a few examples of what may be possible in the
near future.

As we noted with the Human Genome Project, a relatively small ($3
billion) federal investment gave birth to an industry that created good jobs
for hundreds of thousands of people. But, as we will discuss in the next
chapter, other countries are already moving to take advantage of these
opportunities. If we want these new jobs to be in the United States, we
need to take the lead in developing the technologies.



NOT JUST R, BUT ALSO D: CROSSING THE VALLEY OF DEATH

There is a successful history of organizations such as the military and NIH
using government grants to finance research ranging from radar to the
human genome. Our initiative for jump-starting America, however, is
focused not just on creating knowledge but also on increasing economic
growth and the number of good jobs. These additional steps require
translating the discoveries made by researchers into products that are
valued in the economy.

We reviewed the problem of transforming research into products
(here), especially the valley of death faced by new ideas in getting from
the laboratory to the prototype. We talked about barriers faced by
innovative new firms, from economies of scale in manufacturing to a
venture capital sector that does not prioritize large-scale and long-term
investments.

During World War II, America solved this problem by just having the
federal government pay for both the research and product development.
Initiatives such as the Rad Lab and the Manhattan Project were not just
about the basic science but about taking the ideas all the way to products
that the military could implement quickly. Such an approach does not
make sense today, because the goal is not the development of weapons per
se.

The focus today must be on partnering with, not displacing, the private
sector. Recall our discussion of the limitations of the venture capital sector
in the United States: limited funds lead them to avoid the valley of death.
But the potential problem when the government tries to fill in these
missing areas is that it can end up competing with the private sector—and
that is a competition the government is bound to lose, in terms of finding
the best investments to finance. Private-sector investors have the expertise
and the incentives to pick the best investments—so the projects the private
sector passes on are likely to be less productive unless government
officials start to strong-arm people or hand out bigger firm-specific
subsidies.

Entrepreneurship expert Josh Lerner confirms the valuable role of some
public initiatives to promote R&D, but he also discusses some compelling
examples of failed government initiatives: Malaysia invested in a massive
bioscience complex that is now known as the Valley of the Bio-Ghosts,
and Norway “squandered much of its oil wealth in the 1970s and 1980s



propping up failed ventures and funding ill-conceived new businesses by
relatives of parliamentarians and bureaucrats.”21

Lerner suggests that a better solution is to address head-on the problem
of limited capital available to invest in start-up companies, by partnering
with private investors to find the best opportunities to fill the valley of
death in a way that is likely to yield long-run returns. Public partnerships
can increase the compressed time frame of existing venture capitalists that
leads them to be unwilling to invest in long-run bets. Our review of the VC
sector showed that when capital is more readily available, VCs are willing
to fund longer-run, riskier projects—resulting in more innovation. The
government can operate strategically in partnership with VCs to loosen
those capital constraints.

Experienced venture capitalists could also play an important leadership
role in this initiative. The US venture capital sector is the envy of the
world—we should be harnessing its strengths.

Crossing the valley of death most effectively means coordinating
between scientists, manufacturers, and financiers. And despite the
advances in communications technologies of the past thirty years, such
collaboration still happens best face-to-face. Research and development
yields its highest return, for example, in areas where venture capital is
most readily available. Venture investors, however, naturally prefer to
locate where there are already a good number of start-ups and potential
deals for them to look at—leading to the excessive concentration of VC
dollars in just a few cities today. That is why we need a geographic focus
for our new investments—through the creation of innovation hubs.



SPREADING THE WEALTH

A long-standing feature of both private tech development and public R&D
spending is the focus on a few outstanding locations. Cities like Boston
and San Francisco have all the preconditions for science-based success,
from world-leading universities to vibrant venture capital communities.
Naturally, these places have become hubs for US innovation and the focus
of federal government funding as well. This pattern shows no sign of
slowing, with the top metro areas pulling further and further away from the
rest of the country.

There is a strong economic argument for this research concentration.
Public research dollars will be most effective when provided to the
scientists with the best ideas. This suggests that research should be
allocated nationally through a competition in which the best scientists win.
Should those scientists be concentrated in a few cities, so be it.

On the other hand, there may be many high-quality research ideas that
are being ignored in other parts of the country because there is less
research funding available in those areas. There are certainly restrictions
on taking existing ideas to scale because of the limited reach of private
venture funding in these places. When it comes to establishing new
hotbeds of innovative job growth, we face a chicken-and-egg problem:
venture capital investors are reluctant to focus on places without a large
existing tech presence, but it is hard to build a tech presence in today’s
economy without VCs willing to fund the new enterprises.

At the same time, conducting research in the existing small set of
coastal locations is unambiguously a lot more expensive than doing the
same in lower-cost locations elsewhere in the country. The constraints that
local real estate regulations place on property development have costs for
research and development, as projects become increasingly expensive to
carry out, and it is hard to find affordable places to live for the workers—
of all education levels—who are an essential part of the research
infrastructure.

A centerpiece of our proposal is to spread the availability of public
research funding more broadly across America. Based on existing
evidence regarding the complementarity between private and public
research, if we expand publicly funded research in new places, private
research and development dollars will follow. Places like Orlando—in
terms of tech potential—exist all over the United States and are well



positioned to become hosts to the next breakthrough technology. Great
universities, talented residents, and productive business environments exist
alongside reasonable housing costs and a high quality of living all around
the country. In Chapter 6, we reviewed the wide variety of places in the
United States that meet these conditions.

While there may or may not be some economic costs to redirecting
public R&D toward new locations, there are unambiguous political gains.
More government funding directed to a small subset of already successful
places will be significantly less popular than ensuring that the whole
country is represented in any new research initiative. If additional public
R&D spending simply follows existing patterns, then most of the country
will be left with little to show for a sizeable expansion.

Senator Harley Kilgore had a version of this insight in the late 1940s,
but Vannevar Bush pushed back—most likely contributing to the creation
of a smaller federal research enterprise than might otherwise have been
possible. It would be unwise to ignore the regional pressure for scientific
and economic opportunity today. We do too little research and
development in America. However, if we want to do more, there needs to
be political buy-in. A hypothetical reduction in the efficiency of R&D
spending is a small price to pay for a large expansion in the pipeline of
new ideas.

However, this won’t work if the dollars are spread too thinly either.
The agglomeration effects that we discussed earlier are not going away. To
capture the benefits of agglomeration, places must create a compelling
case for skilled workers, researchers, and investors to locate there.
Incremental investments in the research infrastructure of an area are
unlikely to have this effect.

What is needed is a big push: a major leap forward that announces to
the world that these new locations are ready and qualified to become
technology hubs. This means picking winners and not simply succumbing
to political pressure to give money to any qualified city. To do so, we need
to follow the lesson of Amazon and other successful US companies.



CREATING NEW INNOVATION HUBS THROUGH COMPETITION

Political advantages notwithstanding, there is a huge risk to having
Congress and the White House simply pick the next research hubs. The
Orlando technology and research center got its beginnings from a political
favor by then president Lyndon Johnson, and while it turned out well for
this area, relying more generally on political whim and favor would be
unwise. While it is desirable to introduce new places in the United States
into the forefront of technology research and development, it only makes
sense if those places are ready. Otherwise, this simply becomes a federal
transfer program to politically favored areas and does not maximize the
potential for economic growth for our nation as a whole.

We recommend spreading research-related dollars wider than the
existing superstar cities to which they flow today. At the same time, we
want dollars to go to places where they can be employed productively, not
just where powerful politicians call home. And we want sufficient
investment in areas so that they can get over the hump of agglomeration
economies and become a desirable destination for the technologies of the
future. We propose to resolve this tension by proceeding exactly as private
companies do, through a competitive process.

In a catalyst competition, areas would apply to become one of the new
hubs. Evaluation criteria should be based on measurable dimensions
consistent with the idea that an area could become a new center of
discovery and job growth. This is discussed at more length in Chapter 6,
and our THIS index provides one illustration of how this might be done,
although many variants of this approach are possible.

In addition, places would have to demonstrate substantial local buy-in
along several dimensions. One is having pro-growth zoning regulations. If
the technology hubs are successful, they will become larger and denser
urban areas that are attractive both for businesses and individuals. This
raises the risk that we re-create in these new hubs the model of restrictive
regulations in the superstar cities that have led to high house prices and
slower-than-expected job growth. Areas must have a long-run plan to
promote sensible growth that allows sufficient affordable real estate within
reasonable commuting distances of the new research centers.

The recent string of natural disasters, such as the experience with
Hurricane Harvey in Houston, have highlighted, of course, the perils of
zoning regulations that are too loose. Clearly, sensible restrictions are



needed. There is a large middle ground between the overly tight zoning
restrictions that have made the Bay Area and Boston unaffordable places
for many people to live and the overly loose zoning rules that led to
environmental disaster in Houston. An advantage of the competition for
hubs is that we would encourage areas to look for that sweet spot in their
urban planning—or they pass up the chance for this new opportunity for
local growth.

Another is having a successful infrastructure plan for building a hub
that both promotes basic research and its development into commercial
products. This means, for example, having strong transportation networks
within the area to facilitate interaction and from the area to key markets
where commercialized products might be sold.

The third is a plan for building and sustaining an educational base that
can support the growth of a new technology hub. Areas need to show that
they can not only support growing demand for skilled jobs but also ensure
sufficient supply of workers to take those jobs. In part, this will be
university-based; there are many excellent universities around the nation
that could be drawn on for this endeavor. But this will also require higher-
quality high school, vocational, and local college education to train the
workers that will support research scientists in creating the products of
tomorrow. We discuss such an approach later (here). In competing to be a
technology hub, areas will have to show commitment along many
dimensions to raising the supply of skills in their area.

Competition between areas to attract new business is hardly novel, and
large companies play localities against each other on a regular basis.
Amazon used a version of exactly this process in determining where to
locate its HQ2. The problem is that the existing competition across states
is a zero-sum game that simply transfers to shareholders of major
companies much of the gain they bring to a city. States and cities already
spend almost $50 billion per year in tax breaks that may or may not make
sense for their location, but which leaves the nation as a whole less well
off. In contrast, our proposal creates a positive-sum game within which
areas benefit from better jobs and higher productivity, while the country as
a whole wins from increased innovation.

The federal government already uses a version of this approach, though
on a smaller scale. For example, the US Army’s recent choice of Austin
for its high-tech Futures Command was the result of a process that started
with a list of 150 cities and then whittled down to 5—very much along the



lines of the Amazon-type corporate location process. Key criteria included
distance to people with math and science expertise, as well as private
sector (including academic) history of research and development.
Naturally, the army also considered quality of life, including the cost of
living, and what kind of support was available from local government. The
University of Texas reportedly provided space in a downtown office
building, making it easier for the army’s Futures Command to potentially
interact with local technology companies.22



USING AN INDEPENDENT COMMISSION

A major issue that will be raised with such a new large commitment is
governance. How do we make sure this does not turn into a congressional
(or executive branch) boondoggle, with funds handed out as political
favors rather than rewarding the most deserving research projects?

We agree that this is a serious issue. It is critical that this new program
be administered through a new independent entity that is not part of either
the administration or Congress. It should follow the structure of the Base
Realignment and Closure (BRAC) Commission, which has, over recent
decades, successfully reduced the number of military bases.

The BRAC is an underappreciated mechanism for making the kind of
hard decisions that seem to constantly bedevil our paralyzed and polarized
Congress. Following the end of the Cold War, the United States realized it
had substantial excess military real estate but that it would be hard to
shutter this capacity since elected politicians have a strong parochial
incentive to keep local bases active. The BRAC process was introduced to
address this problem in 1988, with rounds in four subsequent years, the
most recent being 2005.

The BRAC Commission consists of nine members appointed by the
president. The Department of Defense presents this commission with a list
of bases to be closed, and the commission reviews and modifies this list
before presenting it to the president. Along the way, there is substantial
scope for public input to the process, with the 2005 committee hearing
from hundreds of public officials and receiving around two hundred
thousand pieces of mail from private citizens. All nonconfidential
information and proceedings were provided to the public, and each site on
the list had to be visited by at least two members of the commission. If the
president approves, the full set of changes goes into effect—unless the
entire list is rejected by Congress.

In a world where it is hard to take on entrenched interests, the BRAC
Commission was an unqualified success. These rounds resulted in the
closure of more than 350 installations that were no longer necessary.

BRAC is our model for the creation of an Innovation Commission (IC)
that would make recommendations to Congress for areas that would
receive funding to establish the new hubs. The commission would make a
recommendation on which Congress could vote up or down, but with a
presumption of acceptance. This commission would be fully transparent in



all its work. Commissioners would be appointed for a fixed period of time
and would be charged with generating a financial return for society as a
whole—in the form of an innovation dividend, discussed later. This
financial return will provide a clear measure of whether the commission
does its job properly.

To remain both politically viable and economically productive, the
Innovation Commission has to address head-on the issue of failure. While,
as we have shown, there are high returns to science-based investments,
there are also high risks. The real benefit comes from a small number of
investments yielding extraordinary returns. Recall (from Chapter 4) that
even for venture capital investors, who currently get to pick the best bets, a
small minority (8 percent) of their investment dollars result in the vast
majority of their overall returns, while three-fifths of their projects do not
even make back the cost of investment.

If we really aim to improve our existing system for converting good
ideas into a more productive economy, we must also recognize that many
projects will fail—and the ones that succeed may take a while to do so.
Unfortunately, as the example of Solyndra (here) shows, our political
system provides too many incentives to jump on failures without
acknowledging the big-picture path toward success.

A proper means of achieving the balance between long-run risk taking
and accountability is to incorporate effective evaluation of the initiative.
While we would be investing in projects whose success is only revealed
over the long run, constant evaluation and readjustment are possible. The
IC must use careful and objective evaluation of performance to adjust how
public resources are allocated.



WHAT DOES THE MONEY ACTUALLY GET SPENT ON?

The technology hubs would ultimately propose the most effective mix of
spending to maximize the returns in their areas, but their spending would
be broadly focused in several categories.

The first is basic research. The United States has a high-quality peer-
review mechanism for evaluating and supporting scientific research
through organizations such as the NIH and DARPA, and the stories and
evidence throughout this book—ranging from lifesaving drugs to the
internet—testify to their success. Ongoing peer review would be a central
component of allocating new dollars.

The second is development. This importantly includes providing the
manufacturing infrastructure to take ideas from the lab to the market. No
longer should the United States lose the ability to develop innovative and
job-producing technologies to other nations because of a lack of capacity
to develop those products. Scaled-up research hubs provide a perfect
mechanism for coordinating the manufacturing needs of related projects to
overcome problems of economies of scale, as well as for internalizing the
spillovers of developing innovative new generalized R&D assets that
benefit all producers in the area. One example could be publicly funded
manufacturing resources for developing new and innovative drugs,
addressing the shortfall that we highlighted with cell and gene therapies.
Other examples are highlighted in the next chapter.

The third is financing. As shown in Chapter 5, programs such as the
Small Business Innovation Research program have been successful on a
fairly modest scale in helping companies cross the valley of death. The
government could dramatically increase the size of SBIR-like programs,
while partnering with the private sector to ensure that we supplement, and
do not displace, private-sector support for innovation.

Fourth, at the early stages of developing technology hubs, spending
would be focused on infrastructure. New research hubs require the proper
infrastructure to both do basic research and to convert that research to new
products. In the competitive proposal stage, hubs need to propose what
they would undertake in terms of building research infrastructure, schools,
business parks, and other amenities to promote their areas. In addition to
building strong infrastructure, this stage has the advantage of employing
some workers for whom retraining in technological skills is not cost
effective.



Finally, a major target of spending would be on improving technical
and scientific education at the educational institutions associated with
research hubs.



SUPPLY TO MEET THE DEMAND

As discussed in Chapter 2, the twenty years after World War II was a
“Goldilocks” period where both a rise in demand and supply of skills led
to a rise in pay throughout the income distribution. A major push on
publicly funded research and associated development drove up the demand
for skills. At the same time, the expansion of science education in our
nation’s primary and secondary schools, as well as the availability of low-
cost higher education through the GI Bill, raised the supply of skilled
workers. Put these developments together and you get the creation of a
high-wage middle class built on technological advancement. In the last
few decades, however, the rapidly rising demand for skills has not been
met with increased supply, leading to rising inequality.

Our plan so far would create the demand for skills, but without an
adequate increase in supply, the plan will boost the wages for already-
skilled people only, leading to rising inequality. To create genuinely
shared prosperity, we need to raise the supply of skills as well. This is an
area that has received much more attention than the failure of public
research and development, with proposals from groups as disparate as the
Brookings Institution, McKinsey & Company, and the Trump
administration.23 Several key ideas stick out as highly practical, politically
feasible, and economically important.

Increasing the supply of skills starts with investments before college.
The 1958 National Defense Education Act led to a large increase in
science education across high schools in the United States. We need to
reinvest in the type of skills training for high school students that allows
them to succeed through a variety of channels, from technical schools to
community colleges and four-year colleges. As noted earlier, as part of the
innovation hub competition, areas would have to demonstrate a
commitment to skills training starting in high school.

A second step in increasing skills supply is making college education
affordable for the middle class. Faced with extreme fiscal pressures, states
are raising tuition at the state universities that are main avenues of higher
education in the United States. While elite private universities are
removing financial barriers through more generous financial aid for some
people, their admissions barriers rise exponentially as students from
around the nation and the world seek attendance at these institutions.

For many students, college means taking on significant student loan



debt to complete their education. The average student graduating a four-
year college in the United States today leaves with a debt burden of around
$30,000.24 The student debt load in the United States is more than $1.4
trillion, and the total cost of college each year is over $500 billion.25 Many
individuals who take on these loans go to schools that do not provide
productive career opportunities, as witnessed by recent scandals at a set of
for-profit universities; many others take large loans to pay for college but
never complete the degree that can provide them access to the skilled labor
market.26

One option to increase skills supply could be financing for students to
study in the universities associated with new hubs. This would include
expanded access to student loans, as well as targeted grants to students
studying at those universities in the types of science fields that provide
training for future work in the high-skill economy.27 Importantly, this
should be combined with strong ongoing support for students once they
enroll in college, to promote not only college attendance but also
completion.

It is imperative to incorporate vocational training as well. It is
unrealistic to think that every job that will be created through an initiative
such as this will be a high-value-added research job. A larger structure is
required to make the research endeavor a successful one, and that larger
structure will require a variety of jobs. They will range from semiskilled
jobs such as lab technicians to less-skilled jobs such as maintenance staff.
The educational plan for the area should incorporate the ability to provide
the training that is needed for these jobs as well.

Finally, it is critical that businesses work together to provide the type of
general skills training that will benefit entire industries, not just specific
businesses. Business investment in training suffers from the same type of
spillover problem we discussed with R&D: when businesses train workers,
they are providing skills that may be valuable not only to their businesses
but to others. As a result, businesses may underinvest in training to avoid
paying for skills that workers can just take to other jobs.

Again, cell and gene therapy manufacturing highlights these barriers.
For the types of positions that are likely to open up in greater numbers in
the near future, college graduates are (according to one expert)
“overqualified, but underskilled,” suggesting that firms are likely to turn to
apprenticeship training. However, demand from a single firm alone would
not warrant establishing a large training center. Instead, “it will be



necessary to aggregate the demand for apprenticeship training across cell
therapy employers so that the number of trainees exceeds the minimum
required to make it worthwhile for a provider to offer training, and also to
reduce the risk faced by potential training providers.”28

Public-sector involvement can help fix this underinvestment problem
also. One form of such involvement is financing institutions that provide
midcareer skills development for workers; as a recent report from the
Council of Economic Advisers emphasizes, public education spending
peaks at age fifteen and is largely nonexistent after age thirty. There are a
host of private and public partnerships for worker skills development that
appear successful and could be greatly expanded.29 Areas bidding to be
innovation hubs could propose coordination strategies across businesses
and such institutions to provide the type of ongoing training needed for
successful skills upgrading.

Remember that this is not just education for the future discovery of new
technologies. The higher education sector has been an engine of job
growth for decades in the United States, and we should build on that
success.30



HOW DOES THE MONEY GET RAISED?

A realistic plan must include provisions not only for how the funds get
spent but for how they get raised. In particular, an initiative such as this
one requires not only politically independent allocation of funds but
independent financing as well. If the financing of this initiative is subject
to annual political debate, it will cause difficulties.

The danger is that the financing could become a political bargaining
chip, which could interfere with the independence of the Innovation
Commission. For example, politicians could condition appropriations on
selection of particular sites for the innovation, which would interfere with
the most productive set of sites being chosen for the project.

In addition, this project represents a long-run investment in select areas
around the United States. In return for this financing, these hubs are
committing to major structural changes, ranging from zoning law changes
to infrastructure development. Cities will be unwilling to make such a
commitment if the proposed funding is not fully guaranteed for many
years.

As a result, successful implementation of this program would require a
onetime, multiyear authorization that would provide independence and
financing certainty to the initiative. Congressional approval is needed for
each round of hubs, just as it is needed for a round of base closings
recommended by the BRAC. But once a round of hubs is authorized, there
is no second-guessing or congressional fiddling around the margins.

Moving out of the annual appropriations process will be challenging,
but precedents do exist. For example, multiyear appropriations provide
that obligated funds are available until some future date; examples include
appropriations for military construction, although these typically last about
five years. There are also examples of no-year appropriations, which are
available “until expended,” including appropriations for the Federal
Aviation Administration to purchase an aircraft, or appropriations to the
AIP (Airport Improvement Program) that provides grants to public
agencies or private entities for public-use airport projects.31 We are
proposing a scale that is beyond these examples, but the structural
precedents are in place.



ESTABLISHING AN INNOVATION DIVIDEND

The American people have benefited enormously from past public
investments in research and development—but nowhere nearly as much as
they could have. The federal government has spent billions of dollars on
R&D that has directly led to commercialization of goods from prescription
drugs to cell phone apps that use GPS. The companies producing these
goods have hired millions of workers and paid billions in taxes, making
America richer.

But continuing to rely on such indirect returns to public investment is
problematic for two reasons. The first is that the returns are increasingly
concentrated in a smaller and smaller set of wealthy entrepreneurs. From
the end of World War II through 1970, the share of GDP going to workers
as compensation rose from 54 percent to over 58 percent, but it has
steadily declined since, and it is now back at its pre–World War II levels.
This means that an ever-larger share of the returns to innovation is going
to a smaller share of capitalists. If the “labor share” had remained at its
1970 level, compensation today would be $800 billion higher, or $5,000
per person in the US labor force today.

The second, and related, issue is that the capital owners deriving a
larger and larger share of our national income are paying less and less tax
on that income. The past several decades have seen a large decline in the
effective tax rate paid by corporations on their profits in the United
States.32 And the recently passed (2017) Trump tax cuts will further
continue this trend by significantly reducing the taxation of corporate
profits and, at least temporarily, high-income individuals.33

A key element to the success of our proposal is that US citizens directly
see a return from their investment into science. US taxpayers are investors
in this new initiative, and they should see regular dividends from that
investment. So we propose that the returns to this large new public
investment accrue more directly to the citizens of the United States
through an innovation dividend.



FINANCING THE INNOVATION DIVIDEND: ENRICHING TAXPAYERS, NOT LOCAL
LANDLORDS

The innovation hub model we propose will lead to exciting new superstar
cities around the country. Individuals and firms will want to move to these
cities and to live near the new research hub. And as a result, the price of
land around these hubs will rise. As discussed earlier, one feature of a
successful proposal to be an innovation hub will be zoning rules that allow
for affordable development. But even with such rules in place, there will
be a rising value both for companies to be located at the research hub and
for individuals to live nearby. We propose that the government own some
of the land on which the hub is based—and that the rising rents on this
land finance the innovation dividend.

Kendall Square near MIT is a perfect example of the value of
technology hub real estate. Boston is a dense urban environment with a
large variety of locations in which companies could locate. Yet companies
will consistently pay rents that are many multiples of nearby areas to be in
Kendall Square; Kendall Square recently passed Midtown Manhattan as
the most expensive commercial real estate market in the United States.34

This is not surprising given the evidence reviewed earlier about the local
nature of research spillovers.

But as we discussed in Chapter 6, this real estate was not always so
valuable. The rapid rise in rents in this area have benefited real estate
developers such as Joel Marcus, chairman and cofounder of Alexandria
Real Estate Equities. From the thirty-five buildings it owns in Cambridge,
Alexandria brought in $318 million in rental income in 2017—more than
triple what it made one decade earlier.35

In other words, a lot of the benefit from publicly and privately financed
research has accrued to the owners of the local land. Our proposal is that in
these new research hubs, those benefits are captured and shared with the
taxpayer—through public ownership of the land on which the research
hubs sit.

Public ownership of land under the research hub can be accomplished
in several ways. The first is by relying on existing, and often underused,
government-owned real estate. The US federal government is the largest
real estate manager in the nation, with more than 3 billion square feet of
buildings owned or leased, as well as 34 million acres of land. Moreover,
there remains significant unused capacity in federal buildings—only 79



percent of federal buildings are used at 75–100 percent of capacity.36 To
pick an example that scores highly on our THIS index, for example,
Pittsburgh has 8.2 million square feet of federal property, of which
665,000 is underused or unused, as well as more than 1,300 acres of
federal land.

We are not proposing to use undeveloped public lands in the western
part of the United States—wilderness areas or national forests would not
make sense as tech hubs! Our suggestion is about making better use of real
estate that has already been developed and that is indisputably available
for commercial purposes—for example, as offices or labs. Many of the
potential locations for these research hubs have substantial underused
federal real estate.

Of course, existing federal real estate holdings may not be sufficiently
concentrated to help create dynamic areas that will attract workers and
businesses. Local governments who want to apply for hubs may need to
use their own real estate or purchase land in the open market through
standard transactions. Land swaps between the federal government and
local government or even universities should be considered. A prominent
example was the recent land swap between the US Department of
Transportation and MIT of a valuable fourteen-acre parcel near Kendall
Square.37 MIT paid the federal government $750 million and agreed to
create a “vibrant mixed-use site that will benefit MIT’s mission and the
Cambridge community,” including a new federal facility.

Once federal funds start flowing into an area, however, the very
conditions that make the area attractive will come under pressure from
natural market reactions. The owners of the land targeted for research
infrastructure and business development will realize that while that land
may not be worth much today, it may be quite valuable in the future.
Rational investors will therefore incorporate those expectations into prices.
Depending on the timing of announcements, there is a risk that the
government will end up paying higher prices for any land on which
research hubs would be located, and consequently, there will be lower
gains to be distributed to taxpayers. In the worst-case scenario,
government funds will have served more to enrich local real estate owners
rather than all Americans. Indeed, real estate investors bought up land and
buildings in cities considered likely winners in the Amazon HQ2 contest,
while others were reported to be raising funds so that they could purchase
property as soon as the winner was announced.38



For this reason, it is important that communities acquire land before the
announcement of a hub investment. This is what Amazon did in 2018,
buying the real estate it needed before revealing its HQ2 choices. More
broadly, when applying to the competition, areas should be encouraged to
demonstrate the political and legal feasibility of providing publicly owned
land for research, development, and commercialization.

The government should also explore innovative lease structures that are
performance-related. One disadvantage of trying to capture returns
through a fixed payment mechanism such as leases, compared to holding
equity, is that it is not nearly as flexible and responsive to company
performance. A five-year lease to a company that becomes incredibly
successful will still pay at the initial lease rate, whereas the value of equity
holdings in the company would rise rapidly.

The government could instead offer initially lower lease rates that are
linked to company performance; the government then shares the risk—and
the returns—of the enterprise. This allows the government to share in
some of the upside created by the hubs, while providing some insurance
for firms that might not able to cover high rents in the early stages of their
ventures.

This is not a particularly new or radical idea—in fact, such a lease
structure has long been a feature of retail leases.39 What would be new
would be extending this beyond leases that are a function of retail sales to
leases that are a function of firm growth—that is, the rental rate could be
tied to the measures of success such as sales, employment, profitability, or
market value.

Moreover, by tying the government’s return to the success of local
companies, it provides a further mechanism to ensure that the government
doesn’t engage in cronyism by giving prime spots to favorite companies
that are not productive or synergistic with the existing firms in the area.
Doing so could lower the earnings in the area broadly, leading to a
noticeable reduction in the revenues flowing in to finance the innovation
dividend. Over time, the dividend promise provides a natural check on
government malfeasance.



DISTRIBUTING THE DIVIDEND

The returns on government holdings of land would go into a national
endowment fund. The resources in this fund would be immediately
distributed to all Americans through an innovation dividend, a flat per
capita check each year—with everyone receiving an equal dollar
amount.40 This innovation dividend idea draws directly on one of the most
successful redistribution programs in the United States, the Alaska
Permanent Fund.

In Alaska, leases and royalties for oil exploration and the creation of
the massive Trans-Alaska Pipeline System added up to almost $1 billion in
the early 1970s—and was just as quickly spent by the state legislature.41

Alaskans voted in 1976 by a margin of 2–1 to amend the constitution to
put at least 25 percent of oil revenues into a dedicated fund called the
Alaska Permanent Fund.42

The Alaska Permanent Fund Corporation (APFC) is managed by a
board of trustees and currently manages about $60 billion in assets. One of
the key factors in its success has been an annual dividend that is paid to
every man, woman, and child who is resident in Alaska (residents must
reapply every year to establish their residency). There is remarkably little
fraud, with only 0.03 percent of applications viewed as ineligible. The
dividend each year amounts to roughly 10 percent of the net income
earned by the APFC during the year.43 Since 1982, the fund has paid out
$40,000 per resident of the state. The dividend in 2016 was $1,022; it
peaked in 2015 at $2,072.44

This payment provides a way to ensure that all Alaskans benefit
equally from oil revenues and has the advantage of lifting state residents
out of poverty; one 2016 study found that the dividend annually lifts
15,000–25,000 Alaskans out of poverty.45 Indeed, the dividend may be
one reason that Alaska is the most equal state in the nation in terms of
income distribution.46

Alaska is one of the most strongly Republican states in the country.
Their state congressional delegation is consistently highly conservative
and votes against many government spending initiatives, yet this
government payment is highly popular. Moreover, this model has spread to
one of the most liberal states in the United States: California. California’s
Global Warming Solutions Act, also known as Assembly Bill (AB) 32,



requires all power plants, natural gas distributers, and other large industries
that emit greenhouse gases to pay a fee based on the amount they pollute.
The fees are then redistributed to individuals in the state as a “credit” on
utility bills. Anyone who is an electricity or natural gas bill customer can
receive this “credit,” which is essentially a reduction in the utility bill. The
distribution varies slightly by electricity provider, but it is typically a
similar amount for every electricity user.47

The success of programs like this in states as disparate as Alaska and
California suggests that a similar structure could draw bipartisan support in
distributing the returns from the government investment in scientific
research.



TIME TO MOVE

The enormous rise in public financing of research and development during
and after World War II transformed our nation, creating the new products
on which our modern economy was built and generating economic
opportunities for all. The subsequent falloff in public funding contributed
to slower productivity growth and reduced opportunities for most
Americans. This should not be surprising given the economics of R&D.
The private sector is unlikely through its own profit-seeking behavior to
finance enough research to capture the broader social benefits of new
ideas, especially those expensive and risky ventures that create industries
and jobs.

To jump-start America, we need to return to the model of public-sector
leadership in research and development that marked the postwar period.
We have provided here the outline of a plan for doing so. Obviously,
turning this outline into actual legislation would raise a wide variety of
more detailed logistical hurdles, but we view this as a roadmap toward a
feasible plan to return the government to its leadership role in promoting
technology-led growth in the United States.

The Central Florida Research Park illustrates some of the principles
that we have in mind with our proposal—but also some of the limitations.
There is a lack of investment capital for firms in the CFRP, resulting in
fewer large homegrown employers. And there is a skills deficit that keeps
companies from finding the skilled labor they would need to grow. This is
why we need to build on and improve models such as the Orlando model
—combining innovative R&D infrastructure with sufficient funding and
with the supply of skilled employees that are needed to fill the jobs of the
future. And we need to do this soon—because other countries are already
there.
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Big Science and the Industries of the Future:

If Not Us, Then Who?

Big Science is an inevitable stage in the development of science and, for better
or for worse, it is here to stay.

—Alvin M. Weinberg, 19611

IN SPRING 1929, PHYSICS PROFESSOR ERNEST LAWRENCE HAD AN IDEA.2

RESEARCHERS HAD deduced that if particles could be charged with enough
energy, they could be used to break apart atoms, revealing a great deal
about the nature of matter. However, generating enough energy—up to ten
million volts—in a single shot was proving difficult. What if, Lawrence
conjectured, energy was applied in a series of cumulative steps while the
particles were accelerating in a controlled manner around a circular
apparatus?

Lawrence’s accelerator was a simple yet brilliant idea, providing the
foundation for many breakthroughs—including work that contributed to
the development of the atomic bomb. Within a decade, Lawrence was an
acknowledged leader of American science and winner of the Nobel Prize.



At first, however, his cyclotron was hard to fund.
Not all experts were convinced that Lawrence’s idea would work, and

his early results were inconclusive at best. To prove his method, Lawrence
needed to build a bigger machine, with stronger magnets, and the requisite
hardware was beyond the budget available through his employer, the
University of California at Berkeley. Lawrence had a rising reputation, and
other schools were trying to hire him, so Berkeley went all out—over the
objections of some faculty—and offered him $700 in support for his lab
(worth about $10,000 today). This was nowhere near enough.

Lawrence became a scientific entrepreneur, in the sense that he pitched
the value of his apparatus to anyone who could be a potential source of
funds. This was the 1930s, so government funding was not really an
option, and universities had relatively little cash of their own to invest in
such ventures. Companies were, naturally, not at all interested in
supporting a project that appeared so far from potential commercial
application.

Fortunately, private foundations were willing to put up some capital. A
local foundation—created to promote science by a former member of the
Berkeley faculty—provided early support, and the Rockefeller Foundation
was also generous.3 Lawrence’s successful experiments not only changed
how physicists thought about the composition of atoms, they also
demonstrated that the age of Big Science had arrived.

Previously, big breakthroughs in empirical physics had been possible
with relatively few resources. Marie Curie won two Nobel Prizes working
from a small studio in central Paris. Ernest Rutherford completely
transformed physics—and won his own Nobel—in a modest lab with only
two assistants. Even Lawrence himself started out with just one helper.

By the time Lawrence reached his pinnacle, however, hundreds of
people were involved in his scientific ventures. The Manhattan Project, in
many ways descended from and inspired by Lawrence’s work, employed
more than one hundred thousand people in all capacities. As we discussed
in Chapter 4, today pushing the scientific frontier forward becomes ever-
more expensive while remaining essential for economic growth and good
jobs.

The question now is: Where exactly should we invest our public
dollars, with a view to generating new technologies that will create good
jobs? The United States is a big country, and there is an argument for
supporting as much science as possible—with a large, diversified



portfolio, we are more likely to generate a larger number of winners. Still,
the available dollars will never be unlimited—and choices need to be
made.

Ernest Lawrence had great impact on science and subsequent
technology development for three reasons—all of which were picked up
on by his friend Vannevar Bush in the subsequent wartime push. First,
work on ideas where the field is in flux—physics in the 1920s was full of
controversies about the structure of atoms.

Second, put your money where it can make a difference—such as
experiments that will definitely decide big questions and open the door to
further work. The British work on radar created exactly this opportunity in
1940—the cavity magnetron opened the door, and the Americans walked
through to great effect.

Third, pay attention to what other countries are supporting, particularly
when governments elsewhere see themselves as competing with the United
States, either militarily or through economic means. It was justifiable fear
of efforts by other nations that motivated first the Manhattan Project and
then the all-out efforts that followed Sputnik.

Where do we find these opportunities—and this competitive pressure—
today? In our assessment, there are many possible avenues for productive
advancement, and we wrote this book specifically to encourage further
debate about exactly where to put our (hopefully expanded) science dollars
going forward.

To promote that discussion, here are three areas that are worth further
consideration. This is not intended to be an exhaustive—or even a long—
list but rather some suggestive illustrations of where science may be
heading. We have deliberately picked examples for which there are
relatively clear—although perhaps not uncontroversial—measures of how
the United States is doing relative to other countries also seeking to be at
the forefront of technology development. Our goal is to focus attention on
what we might lose to other nations if the United States retreats to the
sidelines in innovative areas such as these.



SYNTHETIC BIOLOGY

Malaria is one of the deadliest infectious diseases in the world. In 2016,
there were 216 million malaria cases that led to 440,000 deaths; two-thirds
of those dying were children under the age of five.4 The Centers for
Disease Control and Prevention (CDC) estimate the economic costs of
malaria to be at least $12 billion per year, and some economists argue that
malaria is responsible for a “growth penalty” of up to 1.3 percent per year
in some African countries.5

Fortunately, malaria can be effectively treated using the drug
artemisinin. Artemisinin is taken orally over several days and kills the
plasmodium parasites that cause malaria.6 The availability of this drug has
greatly increased the odds of survival for people hit with the most stubborn
strains of the disease and is a major reason why the number of malaria-
related deaths has fallen by more than half in the last decade.7

Unfortunately, artemisinin is produced naturally only by the Chinese
sweet wormwood plant and only in tiny amounts, with lead times of at
least eighteen months—so that farmers must predict needs for their plants
more than a year in advance. As a result, supply has been erratic, with
rapidly rising and falling prices of this critical medicine—for example, the
price tripled from 2003 to 2005.8

Coming to the rescue is the potential of an important new scientific
frontier—synthetic biology. With funding from private philanthropists,
scientists took the complicated metabolic pathway from this rare plant and
replicated it into yeast—so that the drug can now be produced on
command. This pathway was licensed by a team of researchers affiliated
with UC Berkeley and the California Institute of Quantitative Biomedical
Research to the pharmaceutical manufacturer Sanofi, which agreed to
produce and supply the drug at cost to patients with malaria in the
developing world, thus stabilizing the market for this lifesaving drug.9 As
of May 2015, fifteen million treatments have been made available to
African nations severely challenged by malaria outbreaks.10

This lifesaving example illustrates the leading edge of the potential for
synthetic biology, which can be broadly defined as “design, construction,
and characterization of improved or novel biological systems using
engineering design principles.”11 Within medicine alone, there is the
potential for new minimally invasive tests for cancer (such as urine tests



that use nanoparticles designed to interact with cancer cells and release
easily detected synthetic biomarkers), treatment for traumatic brain
injuries (through noninvasive methods of stimulating brain circuits), and
fighting infection (through modifying a cell’s activity to initiate or shut off
production of a protein).12 This list does not include a wide variety of
applications outside of the health arena.

For example, synthetic biology holds promise for feeding the world’s
population in a more sustainable fashion.13 Animal food products can be
produced without animal involvement; current projects include making a
substance that has the same molecular identity as cow’s milk, but without
involving cows.14 According to one assessment, cellular agriculture can
also make food products specifically tailored to human needs, such as
“nutrient-packed foods with a longer shelf life, meat with lower saturated
fat, lactose-free milk, cholesterol-free eggs.”15 Some bacteria can help
protect crops against drought by increasing water-use efficiency and
reducing the need for chemical fertilizers.16

Another priority area is energy production. Scientists at the Lawrence
Berkeley National Laboratory at UC Berkeley created a process of
artificial photosynthesis in April 2015. The system can “capture carbon
dioxide emissions from fossil fuels before they are released into the
atmosphere and convert them into fuels, pharmaceuticals, plastics, and
other valuable products.”17

Synthetic biology techniques can also change the way that we create
essential materials. Synthetic biology has enabled the construction of a
gene that encodes the same amino acid sequence as the rubber plant
enzyme, allowing for more renewable development of rubber.18 Other
companies are working on developing renewable bio-based acrylic that
can produce a comparable product to petroleum-based acrylic but with a
75 percent reduction in greenhouse gas emissions.19 And recent research in
bioplastics focuses on generation sources using algae and modified
methanobacteria to create materials that have similar characteristics to
petroleum-based plastics.20 A petroleum-based plastic water bottle can
take one thousand years to biodegrade, and the United States might be
adding as much as 380,000 tons of plastic bottles to landfills per year.21

One prototype of an algae bottle takes about a week to shrink down when
emptied and left in the open air.22

According to a recent USDA study, there are already 2,250 certified



bio-based products on the market today. And the economic opportunities
in this space are enormous. The USDA estimates that bioeconomy
opportunities could lead to $369 billion in economic activity, four million
new jobs, and three hundred million fewer gallons of petroleum required
per year.23

The origins of what became synthetic biology lie in studies from the
early 1960s on assembling new systems for regulating body function from
molecular components.24 But the real growth in the field began in the
twenty-first century, with a shift toward practical applications in both
medicine and other areas.25

The US government has been a major funder of advances in synthetic
biology, investing $820 million in synthetic biology research from 2008 to
2014.26 For example, a leading funder of research in this area was the
National Science Foundation (NSF), through its Synthetic Biology
Engineering Research Center (Synberc). Synberc was a multi-institutional
research center, and its key members included faculty from leading
academic institutions as well as industrial leaders in the field. The mission
of the organization was to develop the foundational understanding and
technology of biological solutions, to train a new cadre of engineers who
specialize in synthetic biology, and to engage policy makers and the public
about the responsible advancement of synthetic biology. The NSF
provided almost $138 million in support to this initiative over the 2006–
2016 period.27

The program appears to have been a major success. As of April 2015,
Synberc had produced “364 papers in peer-reviewed journals, 88 patent
applications (9 patents awarded, 5 licenses issued), 71 graduated PhDs, 8
start-up companies, and $88.6 million direct associated project funding.”28

Synberc was one of the main supporters for the iGEM (International
Genetically Engineered Machine) competition, a global synthetic biology
education program for undergraduate students. Synberc partnered with the
private sector; its industrial advisory board (IAB) included 29 established
and start-up companies.29

Yet Synberc was planned as only a ten-year commitment, and in 2013,
its funding began to decrease. Working with the private Alfred P. Sloan
Foundation, the NSF hired a biotechnology firm that concluded that
funding for the program must not only continue but should increase.30

Congress did not follow this recommendation, and Synberc was replaced
at a much lower level of funding—with the new Engineering Biology



Research Consortium that is funded at just over $1 million over three
years.31

Just as the United States is backing off, other countries are charging
forward. The UK specifically has funded nearly $165 million in synthetic
biology research since 2005. Japan is very active in the field as well, with
a large number of companies, research centers, and universities active in
the area.32

Then there is China. When Peking University scored its first victory at
the iGEM competition in 2007, it led to the government establishing the
Key Laboratory of Synthetic Biology. Since its founding in 2008, this
laboratory has grown to more than sixty research scientists and seventy
graduate students, and there are now thirteen research institutions in China
focusing on synthetic biology.33 From 2008 to 2016, the government has
spent over 250 million yuan (US$38 million) on synthetic biology
projects. A Ministry of Science and Technology representative said,
“Synthetic biology has become an area of continuous investments by [the
Ministry of Science and Technology] in China. In the upcoming years, 2–3
large… projects will be initiated every year… which has demonstrated that
synthetic biology has been taken as [strategic] importance for the nation.”

So while the United States started with a commanding lead in synthetic
biology, other nations are catching up. When the iGEM competition was
started by the NSF in 2006, there were 37 teams participating, 19 of which
were from the United States. By 2018, there were 343 team entries,
including 79 from the United States, 6 from Japan, 14 from the UK, 16
from Germany, 10 from France, 18 from Canada, 9 from Taiwan—and
103 from China!34

More generally, a recent report concludes that spending by other
countries, particularly in Asia, threatens to erode US leadership in medical
R&D.35 “In 2004, US spending for medical R&D was 57 percent of the
global total. By 2014, the US share of the global total had fallen to 44
percent, with Asia… increasing investment by 9.4 percent per year.” In
2015, the Journal of the American Medical Association wrote that if
current trends continue, China will overtake the United States as the global
leader in medical R&D in the next ten years. China already has a greater
share of the global science and technology workforce and of patents than
the United States. Just when we need more funding of medical science, the
US commitment to medical R&D is falling—as noted in Chapter 5, NIH
research spending as a share of GDP fell by 15 percent from 2010 to 2017.



For example, consider a case we highlighted earlier: cell and gene
therapy manufacturing. In Chapter 4, we discussed the problem of
underprovision by the private sector of the manufacturing resources
needed to move this sector forward. In Chapter 5, we discussed the well-
paid jobs that are waiting to be created in this sector. Yet the United States
currently lacks organization and collaboration surrounding advanced
therapy manufacturing at the scale that is found in other countries.36 The
US private sector is making rapid progress in this area, but it is being
slowed by these manufacturing bottlenecks.

In contrast, Canada’s Center for Commercialization of Regenerative
Medicine (CCRM) aims to offer direct aid to bring cell and gene therapies
to market. Since its founding in 2011, CCRM has secured over C$90
million (US$69 million) in funding.37 As an example, CCRM recently
partnered with St. Louis–based Affigen to assist in developing a
manufacturing platform for its lymphoma and leukemia treatments. CCRM
also plans to open a manufacturing facility for cell and gene therapy
materials in 2018.38 The UK has a similar center in Cell and Gene Therapy
Catapult, a government-funded consortium established in 2012 at a cost of
£90 million (US$140 million).39 CGT Catapult has already built a £60
million (US$95 million) manufacturing center “to accelerate growth of the
industry in the UK” and has plans for more, hoping to attract investment to
the country as a whole.40



HYDROGEN POWER—AND A NUCLEAR COMEBACK?

Driving is the primary mode of transportation in the United States and uses
most of the 19.7 million barrels of oil consumed daily.41 Much of that oil
comes from other countries; about 2.9 billion barrels of oil, valued at
$141.9 billion, were imported in 2017—amounting to 0.7 percent of
GDP.42 All this driving has dire implications for the environment as well;
driving accounts for 28 percent of the manmade CO2 emissions in the
United States.43

It does not have to be this way. In theory, the role of oil as an “energy
carrier” could be played by other substances that are plentiful in our
environment, such as hydrogen, methane, methanol, or even ammonia.44

For example, we know today that hydrogen fuel cell electric vehicles
(FCEV) can readily reduce emissions by 30 percent relative to gasoline-
powered engines using existing technology.45

Hydrogen-powered vehicles are not a new idea; the first vehicle was
developed in 1991, and by the early 1990s, many automakers were
investing in research in the area.46 Given the high cost of manufacturing
the fuel cells at that time, as well as the rapid development of electric
vehicles, FCEVs were left behind.47 But in recent years, lowered
production costs have allowed hydrogen-powered fuel cells to make a
comeback, given that they have more range, faster refueling, and better
performance in the cold than electric vehicles.48 Senior VP of Honda (one
of the three major carmakers producing hydrogen fuel cell cars) Mike
Accavitti said in 2013, “Innovation has reached a point that allows a more
commercially viable fuel cell vehicle to be mass-produced.”49

The future of such vehicles faces two key barriers. The first is that to
use hydrogen as fuel, it must be extracted from compounds like water and
methane. Naturally, any extraction process uses energy. Steam reforming
is currently the most-used method of extracting hydrogen. It combines
high-temperature steam with natural gas to extract hydrogen. But the real
gains could come from the fact that hydrogen could be produced by
carbon-free sources—which would allow for carbon-free travel. Emissions
could be reduced by up to 90 percent using hydrogen produced by low-
carbon energy sources like wind, solar, or nuclear.50

The second is the free-rider problem we encountered earlier: to make
hydrogen-powered travel attractive, there must be sufficient access to



hydrogen refilling stations. No company wants to invest in these filling
stations if there is no guarantee they will be used, and no one wants to
travel in hydrogen-powered cars if there is no way to fill them up.

The stakes here are enormous. If the United States were at the leading
edge of developing this technology, the results for our economy could be
transformative. A 2008 report from the Department of Energy (DoE)
suggested that by 2050, a hydrogen-based power sector could create
675,000 new jobs and reduce oil imports by $370 billion a year, or 1
percent of projected GDP.51 Even at this early stage, in the northeastern
United States alone, the hydrogen and fuel cell supply chain contributed
more than 6,550 jobs and approximately $620 million in labor income.52

The US government recognized the importance of hydrogen and made
major public research investments in this area. DoE funding for this area
rose from $147 million in 2004 to $267 million in 2008, but it has been
steadily falling since, with funding of only $101 million in FY 2017—even
as the need for such investments is as important as ever.53

US investments are falling just as they are rising elsewhere. The UK
announced a £35 million (US$45 million) investment to encourage the use
of ultralow emissions cars and motorbikes. A six-year, €100 million
(US$106 million) project was launched by the EU in 2016, adding 1,230
FCEVs and 20 hydrogen refueling stations to the European network.54 In
2014, Japan’s Environment Ministry launched a ¥3 billion (US$27
million) power-to-fuel project to convert excess renewables into hydrogen
for later use in transport.55

There is some effort to improve the hydrogen economy infrastructure in
the United States, but so far only at a very modest level. California is
leading the nation in funding and building hydrogen fueling stations for
FCEVs, and it has proposed to have one hundred such stations by 2025.56

This pales in comparison to what is happening in other nations. By
2030, Germany is expected to build up to 1,000 hydrogen fueling stations,
allowing good coverage for the estimated car fleet of 1.8 million vehicles,
representing around 216,000 tons of hydrogen demand. France also has a
substantial program.57

Japan is massively subsidizing both hydrogen vehicles and refueling
stations, particularly in Tokyo, home of the 2020 Olympics. In the spring
of 2016, then Tokyo governor Yoichi Masuzoe declared, “The 1964 Tokyo
Olympics left the Shinkansen high-speed train system as its legacy. The
upcoming Olympics will leave a hydrogen society as its legacy.”58



Again, of course, there is China. China invested $40 million in research
on fuel cell technologies in the 2001–2005 period, and growth since has
been rapid. In 2004, the Beijing Hydrogen Park was promoted and funded
by both the federal and Beijing municipal government.59 The first
hydrogen refueling station was set up there in 2006 for the demonstration
of FCEV bus commercialization in China in 2006. Beijing SinoHytec, BP,
and Beijing Tongfang are the project stakeholders. The park has a
research-and-development center, a hydrogen refueling station, a fuel cell
vehicle garage, and a maintenance workshop.

China has now more than four hundred patents related to fuel cells,
ranging from catalysts to systems integration. As of 2010, there were more
than sixty institutions and companies working on hydrogen fuel cell
technologies.60 In October 2017, the first commercial hydrogen tram was
built in China. It emits only water, can be refilled in fifteen minutes, and
can do three fifteen-kilometer round trips along a key commuter line per
refill at a maximum speed of seventy kilometers per hour.61 In December
2017, another hydrogen fuel cell industry park was announced. It will be
built in Wuhan with an investment of 11.5 billion yuan (about US$1.7
billion) from a Shenzhen-based tech company.62

One way to supercharge the environmental benefits of hydrogen power
would be to massively expand the supply of carbon-free electricity. And
one method for doing so that may be making a comeback is nuclear
energy, due to dramatic innovations in safety available through high-
temperature gas-cooled reactors (HTGR). An HTGR uses inert helium
coolant (which can never corrode or explode the way water, steam, and
hydrogen can), fuel that is tolerant of much higher temperatures than
traditional nuclear fuel, and a large reactor vessel that can passively
conduct heat away from the core during accidents (the basis of this
design’s claim to be “passively safe”).63

The Energy Policy Act of 2005 included authorization for an ambitious
research program in the United States to develop an HTGR. Researchers at
Idaho National Laboratory (INL) completed a series of studies of different
chemical and fuel production processes driven by heat from HTGRs,
identifying many promising options.64 However, the US Department of
Energy substantially scaled back the scope of and funding for the program
in 2011.65

Meanwhile, China is rapidly improving its industrial capacity to build,
operate, and potentially export nuclear reactors, and its research programs



are testing out all the promising options for new reactor technologies.
While the United States was scaling back its HTGR program in 2011,
China was pushing ahead with the construction of a small, experimental
HTGR at Tsinghua University and preparing for the construction of a
larger, two-reactor HTGR in Shandong Province. Construction on this
two-reactor demonstration plant was completed in 2017, and the plant was
expected to begin providing electricity to the grid before the end of 2018.66

China also signed an agreement in 2015 with the US start-up
TerraPower, founded by Bill Gates in 2006, to build a fast neutron reactor
by 2025. Fast neutron reactors were originally developed by the US
Atomic Energy Commission starting in the 1950s, and they produce
significant amounts of plutonium as they operate, which has the potential
to substantially increase the world’s overall supply of nuclear fuel.67



THE SEA

A significant portion of world economic growth has its foundation in the
discovery of new frontiers. These discoveries have been dramatic and have
covered much of the known world. But there is still one vast unexplored
part of our world: the deep sea.

The United States, as of 2014, spends 160 times as much exploring
space as it does exploring the oceans.68 Experts suggest that this disparity
is irrational considering that “the ocean already provides us with about half
the oxygen we breathe, is our single largest source of protein, has a wealth
of mineral resources, and provides key ingredients for pharmaceuticals.”69

Further exploration of the oceans would both increase our access to vital
natural resources and could produce path-breaking discoveries in
biodiversity. Yet after being an early leader in exploring the oceans, we are
falling behind.

Deep water and ultra-deep water (five thousand feet of water depth and
beyond) is recognized as one of the last remaining areas of the world
where oil and natural gas resources remain to be discovered and
produced.70 Yet a more important potential benefit of deepwater
exploration is deep-sea mining, which can extract valuable metals and
elements from the seafloor. One such valuable element is cobalt, which
has numerous applications in chemical and high-technology industries for
such products as lithium-ion batteries, electric vehicles, photovoltaic cells,
superconductors, and advanced laser systems. Cobalt demand has been
growing rapidly, and in 2017 alone, the price for cobalt more than doubled
due to increased demand and instability in the Democratic Republic of the
Congo, which supplies over two-thirds of the global cobalt supply.71

Deep-sea exploration contracts have already been approved for cobalt,
as well as other increasingly expensive elements with high-tech and
industrial applications like nickel, copper, and manganese.72 All these
elements can be found in nodules that litter the seafloor; nodules in the
Clarion-Clipperton Fracture Zone, a Europe-sized area of the Pacific
Ocean, could produce enough nickel and cobalt to match or exceed current
land-based reserves.73

Additionally, deep-sea nodules could yield rare earth element (REE)
discoveries.74 REEs are a set of elements that have many important
applications in modern technology for which there is no equal substitute;



they are critical in the production of rechargeable batteries, computer and
phone displays, and wind turbines and hybrid cars. These elements are not
necessarily rare in general but are found in low abundance using current
mining techniques, and an increasing demand for these elements is
straining supply.75

China currently produces 80 percent of the world’s rare earth element
supply, giving it immense bargaining power.76 This power is readily
apparent in the market; when China’s government decided to restrict
exports of these elements in 2011, prices spiked.77 Neodymium, a REE
necessary for a range of products, including headphones and hybrid
electric cars, saw a price increase from $42 to $283 per kilogram;
samarium, crucial to the manufacture of missiles, climbed to more than
$146 per kilogram, up from $18.50 a year earlier.78

Deep-sea mining would be an effective way to obtain a large amount of
rare earth elements; in one specific section of the ocean floor, “one square
kilometer could meet a fifth of the world’s annual consumption of rare
metals.”79

And these minerals may just be the tip of the iceberg. The area from six
thousand to eleven thousand meters down, known as the hadal zone, is one
of the least explored regions on Earth. The zones are hot spots for high
microbial activity because they receive an unusually high flux of organic
matter made up of animal carcasses and sinking algae originating from the
surrounding shallower seabeds.80 For example, a compound found in the
deep-sea sponge Discodermia dissoluta has shown potential in combating
lung and breast cancer.81 A report from the National Oceanic and
Atmospheric Administration in 2000 explained that new exploration into
the deep sea has discovered hundreds of new marine species and entirely
new ecosystems, and “the benefit attributed to these advances has been
enormous; for example, a new industry, marine biotechnology, has shown
impressive returns. Understanding biodiversity of the oceans is critical to
sustaining their immense global economic value.”82

As with most modern technologies, deep-sea exploration was initially
dominated by the United States—driven by government funding and
academic science. Exploration has been carried out both by remote-
operated vehicles (ROVs, unmanned vehicles with instrumentation that
can collect samples while connected by a cable) and human-occupied
vehicles (HOVs).83 Much of the innovation in this space has occurred at
the Woods Hole Oceanographic Institute (WHOI) on Cape Cod,



Massachusetts. This institute was founded before World War II based on
funding from the Rockefeller Foundation but since the 1950s has relied
heavily on government funding.84

Thanks to this funding, for years the United States was the leader in
exploring the deep sea. The HOV Alvin achieved depths of 4,500 meters in
1964 and had improved to 6,500 meters by 2013. And on May 31, 2009,
the ROV Nereus dove 10,902 meters to explore the Mariana Trench in the
western Pacific Ocean—making it the world’s deepest-diving vehicle.85

As in so many areas, we have not kept up. A signal event was the
explosion of the Nereus in May 2014, due to extreme pressure.
Researchers hoped that Woods Hole would build a replacement vehicle to
continue exploring the hadal zone, but the institute decided that the
insurance money from the project would be better spent on less-risky
projects.86

Instead, China has taken the lead. China’s first ROV was built in 1994
and had a depth of only 1,000 meters, yet by 2016, the ROV Haidou-1 had
reached a depth of 10,767 meters, much deeper than any functional US
ROV. A project, Development of a Manned Deep Submersible, now
named Jiaolong, was formally started in 2003, with primary funding from
the private sector.87 On June 27, 2012, the Jiaolong, with two oceanauts,
reached a depth of 7,062 meters in the Mariana Trench in the western
Pacific Ocean, deeper than any existing US-based human-occupied
vehicle.

China plans to expand their deepwater exploration and build a new
mother ship for Jiaolong that will increase its capability in surveying and
researching the deep sea. Construction should be finished in 2019, and
China will begin a new global deep-sea scientific exploration mission with
its Jiaolong manned deep-sea submersible starting in 2020.88 Over the
next five years, China plans to also build one crewed and one uncrewed
submersible, each of which can reach depths of 11,000 meters, which
would set the new record. China also plans to put three maritime satellites
in place to improve maritime research.89

China’s largest mining company was granted an exploration license for
the deposits in the southwest Indian Ocean in 2017. The Chinese Ocean
Mineral Resources R&D Association has a trial mining system due to
deploy in 2020 to recover nodules from the South China Sea. The seabed
crawler is currently being built, and Jiaolong represents the beginning of
the creation of larger vessels that will be needed to handle larger amounts



of sample.90



THE US LEAD SLIPS AWAY

The stories of synthetic biology, hydrogen power, and deep-sea
exploration reflect broader trends. The United States led the world in
science innovation for decades, but in area after area, we are potentially
falling behind in leadership of scientific discovery.

Although spending on research and development dramatically declined
beginning in the late 1960s, the United States was still the world leader in
the early 1980s, when we began to get internationally comparable R&D
spending figures.91 In 1981, the United States still spent more than 1
percent of GDP on public R&D, and total R&D spending amounted to 2.3
percent of GDP. These were both the highest proportions in the world.
Few countries were even close.92 The United States had been so far ahead
of the world that even with substantial declines we were still the world
leaders.

This changed dramatically over the next thirty-five years. Today, nine
countries spend a higher share of GDP on public R&D. Seven countries
now spend a higher share of their GDP on total R&D (public plus private)
than does the United States. These changes in national priorities have real
consequences.

For example, Austria (total R&D is 3 percent of GDP, while
government R&D spending is 1 percent of GDP), Denmark (3 percent
total, 0.87 percent government), Finland (2.9 percent total, 0.84 percent
government), Korea (4.2 percent total, 1 percent government), and
Switzerland (3.4 percent total, 0.83 percent government) all exceed our
spending both in total and at the government level. These countries are
smaller than the United States, so perhaps their research enterprise is less
likely to challenge American leadership. China, on the other hand, is large
and putting increasing resources behind science.

Chinese higher education was decimated as a result of the Cultural
Revolution from 1966 to 1976, but during the 1990s and 2000s, the
country took a major step forward in science and engineering—with an
expansion of university education as a primary catalyst. From 1990 to
2010, Chinese enrollment in higher education rose eightfold, rising from 6
percent to 17 percent of total world higher educational enrollment.93 From
1990 to 2010, the number of college graduates rose from 300,000 to nearly
3 million.

For comparison, the rise in Soviet higher education that caused great



concern in the United States during the Sputnik era was an increase from
800,000 graduates in 1940 to 2.2 million in 1959.94 Ultimately, the Soviet
economic threat proved exaggerated, primarily because the country
concentrated on producing weapons and never really had a market
economy. China is different—it is a market economy, albeit with a large
role for the government. More scientists and more engineers will add up
over time to more innovation—including in areas that are directly
competitive with what the United States is trying to do.

The rise in Chinese higher education is somewhat bifurcated. On the
one hand, nearly half of Chinese undergraduates enroll in two- to three-
year-degree programs with greater occupational training and less academic
content than traditional baccalaureates. On the other hand, masters and
PhDs have increased nearly fifteenfold from 1990 to 2010. In 1990, China
graduated only 5–7 percent as many science and engineering PhDs as the
United States—whereas by 2010, China (28,000 PhDs) had surpassed the
United States (24,500). Chinese universities remain of a lower quality than
their US counterparts, but the gap is closing: in 2003, China had only ten
universities in the top five hundred in the world, and today they have
thirty-two.95

China is not just satisfied with building its educational infrastructure; it
is recruiting hard from abroad. The Chinese Thousand Talents Program is
intended to recruit professors under age fifty-five from prestigious foreign
institutions. Upon coming to China, the awardees are given leadership
positions in universities or R&D institutes, significant research support,
high wages and benefits, and even guaranteed admission to top schools for
their children and jobs for their spouses.96 Currently in its tenth year, the
program has recruited more than 2,600 people in medicine, computer
science, applied industrial technologies, and other fields. According to a
US national intelligence officer for military issues, “Beijing also has
employed Western-trained returnees to implement important changes in its
science, engineering and math curricula that foster greater creativity and
applied skills at China’s top-tier universities.”97

The OECD reports that over the past decade alone, Chinese R&D has
risen from 1.3 percent of GDP to 2.1 percent. The reported government
R&D spending has grown from 0.34 percent of GDP to 0.44 percent of
GDP, and this almost certainly understates the government’s contribution
to R&D in China, due to intertwined government and private ownership
(and control) of companies.98



And there are tangible measures to show that this investment is paying
off in terms of scientific advancement. In 1990, China produced only 1.2
percent of the world’s scientific research papers, while the United States
produced 32.5 percent. By 2016, China had passed the United States,
publishing more than 426,000 studies, compared to 409,000 studies by the
United States. The average quality of these research studies (measured by
citations from other scientists) quadrupled over this period in China, while
falling slightly in the United States.99

Moreover, China is making the very public commitment to building the
future—while the United States has become more hesitant in this endeavor
over the past several decades. In a speech to open the National People’s
Congress on March 5, 2016, Li Keqiang, the premier of the State Council
of China, gave a broad-brush overview of the central government’s draft
plan for economic development during the thirteenth five-year plan, which
runs from 2016 to 2020. Major elements include boosting science
spending, which will rise 9.1 percent this year to 271 billion yuan (US$41
billion), reducing bureaucratic barriers for scientists and improving
environmental protection while curbing carbon emissions and other
pollutants. The plan is to increase R&D spending to 2.5 percent of GDP by
2020, about the same level as the United States today.100



TECHNOLOGY LEADERSHIP PROMOTES ECONOMIC GROWTH

Why should we care which country makes new discoveries? Ultimately,
technological development benefits the world as a whole. Who cares if the
Chinese make new discoveries?

We have already covered two reasons extensively: economic growth
and good jobs. Economic growth in a nation is increasingly a function of
the production of new ideas and the transformation of those ideas into
products that consumers value. The United States used to be the world
leader in both production and transformation, and it showed. We no longer
are, and it is showing.

Moving first also means setting the standards—and setting the
standards can mean creating the jobs that come with them. This is
illustrated by the evolution of cellular communication standards. In each
generation of wireless communication, economic benefits have flowed to
the global leader.

The modern wireless industry began with the launch of the second-
generation (2G) standard by Finland in 1991. This new system allowed for
digital encryption of conversations as well as the use of data services
(beginning with SMS messages). How did a small country like Finland
develop this leadership in a nascent technology? Unsurprisingly (for
readers of the earlier chapters), it was due to public-sector research-and-
development leadership.

As discussed in Chapter 5, the Tekes program in Finland provides
subsidies on a competitive basis to R&D projects, and its success is well
documented. Indeed, many credit Tekes with leading the transformation of
the Finnish economy from one based on natural resource exports to one
based on technology—and telecommunications in particular.

Tekes was established in 1983 and immediately began supporting
semiconductor and IT companies whose products could aid in telecom
sector growth. Tekes’ funding was instrumental in helping Finland’s
telecom companies with this shift from analog to digital technology. And
leading the way was its partnership with Nokia. Nokia, originally founded
in 1865, began as a pulp mill, eventually branching out into rubber and
cables as well. It moved into telecom in the late 1970s, and by the late
1980s, much of the Finnish telecom industry had merged into Nokia.

About one-third of Tekes’ funding was directed to companies in the
information and communications industry. In the early 1980s, Tekes was



funding about 15 percent of Nokia’s total R&D expenditures. Tekes’
funding to the Nokia Research Center continued during a recession in
1990, allowing research to continue even during the economic
downturn.101

And the results were spectacular. The Research Institute of the Finnish
Economy estimates that Nokia contributed 25 percent of Finland’s growth
between 1998 and 2007, a period that Finland’s finance minister called an
“economic miracle.”102 At the height of its success in 2000, Nokia
produced 21 percent of Finnish exports and accounted for 20 percent of its
corporate tax revenue.103

Meanwhile, US companies suffered. Telecommunications leaders
Lucent and Alcatel both suffered rapid declines in employment from the
late 1990s through the early 2000s. One expert report blames the decline
on the companies’ inability to make headway into the 2G market, which
could have been prevented had the United States been a 2G leader.104

But standards moved on—and Finland, and Europe more generally, lost
its leadership. Newer 3G standards were dominated by Japan, and
Europe’s inability to adopt 3G fast enough is estimated to have cost it
hundreds of thousands of jobs.105 The United States played a much larger
leadership role in 4G standards. By the time 4G was introduced, Europe
had lost almost its entire market share for mobile phones.106 Indeed, Japan,
which gained large market share from leading the way on 3G, fell back
again with the introduction of 4G. Most Japanese corporations exited the
handset business, and their early lead in mobile internet services
evaporated.

A report published in 2018 estimated that US 4G leadership created
“$125 billion in revenue to American companies that could have gone
elsewhere if the US hadn’t seized 4G leadership. This $125 billion is
comprised of international revenue from end-user payments to device
manufacturers and resellers, app and content stores, and device component
suppliers.”107

And the next wave of standards, 5G, is on the horizon—with new
competition from China. The first group to develop 5G will most likely
have intellectual property rights written into the standards, which has clear
monetary benefits. Additionally, there will be a security advantage for the
first mover, since they will understand better the system’s potential
vulnerabilities.108 China was not involved in 2G and 3G and had only a 7
percent share of the 4G market. In contrast, China has invested substantial



resources in 5G research since 2009, and estimates suggest they may
control a substantial share of the 5G market.109



INTELLECTUAL PROPERTY, THE ENVIRONMENT, AND ETHICS

There are also issues beyond measured economic growth that should
concern us as technology moves forward. Even the examples presented
earlier raise some controversial issues. One lesson of the 1960s and 1970s
is that ignoring these issues is a recipe for losing public support of
technological advance. At the same time, simply ceding the frontier to
other nations means letting them take the lead in a way that might not
serve the interests or preferences of our citizens.

One such concern was highlighted on March 24, 2018, when President
Trump announced a set of trade sanctions on China because of alleged
piracy of US intellectual property. This move was panned by public policy
experts from both sides of the aisle as being an ineffective response to the
problem at hand and having negative repercussions for the world
economy.110 At the same time, there are legitimate concerns for our nation
about both Chinese piracy and pressure on US companies to transfer
technology to China.

A much more effective response would be to ensure that the United
States is the world leader not just in generating ideas but in
commercializing them. As we showed earlier with the development of the
flat-screen television panel (here), the problem was less Japanese
infringement on the patent and more their technological infrastructure to
rapidly take advantage of infringement. By not only developing the new
technologies but leading the world in commercializing them, we do the
most to protect our intellectual property. And this is consistent with US
history not only as scientists but as practical engineers in turning good
ideas into dominant businesses.

Another important concern is the environmental impact of
technological advancement—the very concern that initially led many in
America to turn against public science. Even though the frontier of
technological advancement has changed from the time of Silent Spring,
these issues remain paramount. This is an obvious concern with the
reemergence of nuclear generation as a source of energy. But it goes well
beyond that.

Consider the serious environmental implications of deep-sea mining. It
is possible that the immense sediment plumes that could be generated by
mining the deep sea could temporarily choke off the oxygen supply over
large areas, decreasing available sunlight for photosynthesis and causing



long-term effects on biological productivity.111 Moreover, the deep sea
plays a central role in fighting climate change by storing carbon produced
by human activities. The deep sea has already absorbed a quarter of the
carbon released from human activity. It would be ironic—and a disaster—
if, in an effort to obtain the rare earth elements to power our rechargeable
batteries, we ended up worsening climate change.112

In principle, such mining activities are regulated by the International
Seabed Authority (ISA)—but only more than two hundred kilometers from
each country’s coasts.113 The ISA provides strict guidelines for the sort of
ecological data that prospective miners must collect along seabeds and is
currently working on the development of regulations on the exploitation of
mineral resources. However, individual countries are still free to choose
their own regulatory approaches to seabed mining.114 Powerful
international companies could take advantage of the lax or nonexistent
review and enforcement capabilities in many small island nations of the
Pacific Ocean—precisely where seabed mineral deposits are thought to be
highly concentrated.

It is therefore up to the countries from which these companies operate
to help impose restrictions, which allow exploration in a fashion that
balances economic gains against environmental damage. If the United
States does want to lead on sustainable harvesting of natural resources, it is
critical that we become leaders in the technology of harvesting—with
strong safeguards with regard to sustainability and potential adverse side
effects.

Similarly, as we move forward with synthetic biological solutions to
our looming world food shortage, we face rising public concerns over
genetically modified organisms (GMOs). From a 2016 Pew survey, 39
percent of US adults believed GMO foods were worse for health than the
alternative, while 10 percent said GMO foods were better for health, and
48 percent said neither better nor worse.115 However, a 2015 Pew study
found that 88 percent of American Association for the Advancement of
Science (AAAS) scientists said GMO-derived foods were safe to consume,
and the world’s largest science and public health organizations, including
the World Health Organization, American Medical Association, National
Academy of Sciences, and Royal Society, have all publicly stated that
consuming foods containing ingredients from GMO crops is not riskier
than foods derived from conventional plant techniques.116

Resolving these differences in a way that protects the public interest



while allowing the United States to lead on this scientific frontier (and
capture the associated economic opportunities) requires a rigorous and
open debate. But if we sit by while other countries take the lead in these
technologies, the opportunities for meaningful debate and productive
resolution will pass us by.

A related concern is in the broader area of ethics, which arises naturally
in the context of synthetic biology. The next several years will likely be
formative in setting the rules of the road for emerging synthetic biology
research, and the shaping of synthetic biology governance will be
dominated by the nations and their experts who are at the leading edge of
technology development. This is because formal regulations or standards
usually lag well behind the development of new technologies.

Synthetic biology could have significant negative consequences if it
develops in an inappropriate fashion. For example, scientists have
proposed to change the DNA of mosquitoes to make them resistant to the
malaria parasite, thereby reducing the threat of this deadly disease. But
they also need to consider whether this technology could be misapplied or
result in a consequential accident should the genes spread to other species
or cause other unintended effects.117

Another contentious application of synthetic biology that will require
careful planning and safety standards is human germ line editing, wherein
modifications to sperm or egg DNA would not be applied to just one
person but to all their progeny. Tension over what is acceptable to pursue
has already come up for germ line editing, after a Chinese research group
reported that they used genetic techniques to modify human embryos.
There are at least four additional research groups in China known to be
pursuing gene editing in human embryos.118

Once again, these are thorny issues, but if the United States wants a
seat at the table in resolving them, we need to be the scientific leaders, not
followers. And if we want to lead, we need to heed a lesson that other
countries have learned well: the benefits of coordinated research centers.



HOW OTHER COUNTRIES HAVE MOVED FORWARD: THE RESEARCH PARK
STRATEGY

As Asian economies developed their technology sectors, they looked to the
United States’ successes in areas like Silicon Valley and Route 128 as
models. Their conclusion was that the key to success is a research park
strategy—and in particular colocating manufacturing with research.

Over the past several decades, these parks have been helpful in driving
both technological advancement and economic growth in some Asian
economies. Ironically, we have come full circle, and it may be time to look
to this model as we think about renewing our technology leadership. In
this section, we review some of the more prominent examples that the
United States could draw on in creating our own updated version of a
research park strategy.119



Taiwan
One of us teaches in the Morris and Sophie Chang Building at MIT. The
funding for this building was donated by MIT graduate Morris Chang, who
may be considered the father of the semiconductor industry in Taiwan. If
Chang is the father, then Hsinchu Science Park (HSP) is the birthplace.

HSP, established in 1980, was Taiwan’s first government-sponsored
science park. It was run by the National Science Council of the Ministry of
Economic Affairs (MOEA) as a collaboration between universities,
industry, and the government. It is proximate to the two leading research
universities in Taiwan—National Tsing Hua University and National
Chiao Tung University. The government purchased the land on which the
park resided and has invested US$2 billion in software and hardware
facilities. In addition, investments in HSP receive large corporate tax
breaks, coinvestment opportunities from the government, and government
grants.

The results have been impressive. In 1983, the park had 37 firms. By
2016, there were 487 companies with combined sales equal to about 6
percent of the entire Taiwanese economy. Employment at the park is 2.3
percent of national employment, yet the park is estimated to contribute to
15 percent of GDP. Patents in HSP in 2010 accounted for more than two-
fifths of total patents for the nation of Taiwan. Two-thirds of employees in
HSP have a university degree or higher, while the ratio is only 7 percent
for the broader manufacturing sector; to help supply HSP with skilled
workers, on-the-job training and internships for university students are
available.

The clear leader of the park is the semiconductor industry, which
accounts for roughly 75 percent of the sales made by companies in the
park. Indeed, the semiconductor industry has powered the growth of
Taiwan as an export-led economy. With annual sales exceeding US$70
billion last year, the semiconductor industry accounts for about 40 percent
of exports.120 Taiwan officials argue that semiconductors will keep
Taiwan’s estimated US$131 billion high-tech industry strong despite
competition from China and elsewhere.121

Two points about the development of HSP provide important lessons.
The first is the link from R&D to production. When HSP was first
conceived, it was intended as a high-tech park focused on R&D work, but



much of the success of the park has been through associated
manufacturing; as one source says, “Were it not for the manufacturing
activities, HSP could not have achieved scale economies needed to set the
agglomeration process in motion.”122 R&D and technology development
account for 40 percent of employment in the park, with production,
manufacturing, advertising, and other employment accounting for the other
60 percent.

Second, the notion that this park would become semiconductor focused
was not preordained. When HSP was founded, it was focused on six main
high-tech industries: semiconductors, computers and peripherals,
communications, photo-electronics, precision machinery, and
biotechnology. At founding, the companies were spread broadly in terms
of activities, yet the winner quickly became apparent. This may reflect the
stronger international ties of this industry than the others in HSP, including
the return of Morris Chang from a leading position in the US electronics
industry to Taiwan.123

This is important because it highlights the fact that not every bet has to
win. From 1990 to 2016, sales in the non-semiconductor industries in the
park have grown more than fivefold, which is impressive but not that
different from overall GDP growth (which was 380 percent). Meanwhile,
semiconductor sales have risen fifty-two-fold, which is astonishing. R&D
is risky, and many bets do not work out—but the ones that do can carry the
day.



Singapore
The island nation of Singapore has not always been a leader in
biotechnology. When the country laid out its National Technology Plan in
1985, it devoted only a half page out of fifty-seven pages to the “Medical
and Health Care Industry.” Even as late as 1993, a high-level white paper
in Singapore suggested that research in the medical sector “generally does
not yield any financial returns, even over the long term.”

However, the 1997/98 Asian financial crisis saw a large and sudden
drop-off in the number of foreign patients (mostly Malaysian and
Indonesian Chinese) who traditionally patronized Singapore’s private
hospitals, and the hospital industry decided that medical research was
critical to their survival. A new emphasis was put on cultivating the
physician-researcher, who would spend up to 75 percent of her time “at the
bench,” and the remainder “at the bedside” of the patient, where she would
translate research into experimental procedures.124

The importance of this area was confirmed by the response of
Singapore to the severe acute respiratory syndrome (SARS) epidemic in
2003. The virology laboratory at Singapore General Hospital worked on
tissue sampling and preliminary analysis, while the Genome Institute of
Singapore began to sequence the SARS genome in 2003.125 The scientific
developments were followed closely by the media and general public, and
as one account noted, “By the end of it, no one in Singapore could doubt
the relevance of cutting-edge medical research to local health. Besides the
economic imperative, such research now seemed necessary insurance
toward national (including economic) survival. While the SARS crisis
lasted only two months, it permanently elevated public consciousness of
communal health and embodiment.”126

This timing was critical because it corresponded to the early stages of
Biopolis, Singapore’s research park based around medical technology. The
park was conceived as a hub to encourage collaboration between major
biotechnology companies and public research institutions. Phase I of
Biopolis consisted of a S$500 million (S$ denotes Singapore dollars;
equivalent to US$364 million), 185,000-square-meter, seven-building
complex. Additional phases over the past decade have almost doubled that
size. Biopolis now consists of five research institutes under the
government’s Biomedical Research Council, focusing on bioinformatics,



bioprocessing technology, genomics, bioengineering and nanotechnology,
and molecular and cell biology.

The park is proximate to the National University of Singapore (NUS),
the oldest and largest public university in Singapore, with enrollment of
about thirty-six thousand students. The R&D budget for NUS more than
tripled from 2003 to 2007, as Biopolis was growing. NUS accounts for
about half of the training of research scientists and engineers and of peer-
reviewed science-and-technology publications in the country.

The park has seen explosive growth since its founding. The number of
research staff housed at Biopolis grew by 250 percent from 2002 to 2011
to over 5,000.127 Almost forty corporate research labs are situated in
Biopolis, and many leading biopharmaceutical companies engage in
public-private partnerships within the research park. The park is the
epicenter of the growth of the biomedical sciences (BMS) industry, which
has become a major contributor to the country’s economy. BMS
manufacturing output increased by nearly fivefold from S$6 billion
(US$4.4 billion) in 2000 to S$29.4 billion (US$21.4 billion) in 2012.
During the same period, employment grew by more than twofold from
6,000 to 15,700. The industry now contributes nearly 25 percent of the
total value added to the overall manufacturing sector of Singapore.128

The success of Biopolis in scientific terms is undeniable. Scientific
American publishes its “worldVIEWguide,” which provides a global
biotechnology perspective and ranks each country based on specific
metrics. This ranking started in 2009.129 Singapore has finished in the top
ten in every year since 2009 and has finished in the top five every year
except 2011. Singapore went from fifth in 2015 to second, behind only the
United States (a nation that has nearly sixty times the population), in
2016.130

A more directly concerning measure of success from the US
perspective is that a major investor in Biopolis is an iconic US company,
Procter & Gamble. P&G, a household name in home and personal care,
invested S$250 million (US$180 million) to build a mega innovation
center in Biopolis in 2011.131 P&G noted the proximity of Biopolis to
Asian markets as one motivation for the move, but they also emphasized
the focus on research funding in Singapore, in particular through the
Agency for Science, Technology, and Research (A*STAR), which
promotes mission-oriented research that advances scientific discovery and
technological innovation.



James Kaw, the P&G Singapore Innovation Center director,
emphasized the agglomeration benefits of Biopolis, highlighting that being
at Biopolis makes it easy for him and his colleagues to meet key managers
of A*STAR and their scientific leadership to discuss collaboration ideas.
“We like our proximity to the Executive Directors of the different labs,”
says Mr. Kaw. “We can quickly go to the labs to talk to them.”132

Singapore plans to pursue this approach further. In early 2016, Prime
Minister Lee Hsien Loong, chairman of the Research, Innovation, and
Enterprise Council (RIEC), announced an 18 percent increase in the
nation’s 2016–2020 research budget over the previous five-year budget—
to 1 percent of the country’s gross domestic product, a percentage on par
with that of other industrialized countries. The S$13.5 billion (US$9.7
billion) in funding includes a budget increase of more than 50 percent for
emerging research, innovation, and enterprise activities. In addition, the
National University of Singapore opened a S$25 million (US$18 billion)
synthetic biology center on September 30, 2015, and Rockefeller
University plant molecular biologist Nam-Hai Chua announced plans to
move his research—exploring plant RNA’s impact on drought tolerance—
to Singapore’s Temasek Life Sciences Laboratory.133



China
Taiwan and Singapore are small countries, measured in terms of
population or GDP relative to the United States (or as a share of the world
economy). However, to see that such an approach can work in a larger
country, look no further than China. While the definition of a research park
is not entirely homogenous, China is currently estimated to have fifty-four
“science and technology industrial parks,” totaling sixty thousand
companies with eight million employees. These parks contributed 7
percent of China’s GDP and close to 50 percent of all China’s R&D
spending.134 China’s national R&D strategy is structured around these
parks.135

The research park strategy starts with Zhongguancun in Beijing. The
park was the brainchild of Chunxian Chen, a former scientist in the
Chinese Academy of Sciences (CAS). Soon after economic reform began
in 1978, Chen, along with ten fellow CAS researchers, took academic
tours of the United States. He later summarized his visits of Silicon Valley
and Route 128 outside Boston at a conference of the Beijing Plasma
Association on October 23, 1980. He reasoned that “the density of
professional talents in Zhongguancun was not less than the areas of Boston
and Silicon Valley.”136 Indeed, in the early 1980s, there were
approximately sixty key universities and colleges and two hundred
scientific research institutes in Beijing, including Peking University and
Tsinghua University, China’s top two universities.

The park started slowly, but an early success emerged when Chen’s
fellow researchers at the CAS started a business, Lenovo, in 1984. CAS
provided them with the initial capital of US$24,000 and the company was
started in Zhongguancun.137 Today, the company employs fifty-five
thousand, with revenue of US$43 billion.138

By 1986, there were one hundred start-ups in Zhongguancun, and the
government approved the establishment of Zhongguancun as an
experimental zone for the development of high and new technology. And
the growth thereafter was exponential. Today, the park covers more than
100 square kilometers and is estimated to house 20,000 companies with
250,000 employees.139 Nearly half of the Chinese firms listed on the
NASDAQ are based in ZGC, and Expert Market ranked Beijing’s
Zhongguancun as #1 for “world’s tech hubs” in 2017, citing its favorable



climate for early-stage funding and the city’s affordable cost of
living.140,141

The success of Zhongguancun led to the development of the national
Torch Project of the State Science and Technology Commission in 1988.
Its purpose was to construct the science-and-technology industry parks to
incubate new start-ups in Zhongguancun in particular and in China in
general. The state hoped that by building science parks, the R&D
institutes, universities, and start-ups could work together closely to
commercialize the innovation that rolled out of national science and
technology projects. This project has driven the fifty-four research parks
now found throughout China.

These parks are not just in large cities. Consider the park in Hefei in
Anhui Province. This historically agricultural area was transformed when
the University of Science and Technology of China (USTC) relocated its
campus from Beijing to Hefei. The USTC is the only mainland university
with two national laboratories, and it has as many designated “key
laboratories” as do Peking University and Tsinghua University in Beijing,
despite having half as many students—and has the highest percentage of
alumni elected to the CAS and the Chinese Academy of Engineering.142

The Hefei research park was established at the start of the 1990s and
has grown enormously. From 1997 through 2015, the number of firms in
the Hefei industrial zone (including the park) has risen from just over one
hundred to over one thousand, and the number of employees in the Hefei
metro area more than doubled from 2.27 million in 1998 to 5.3 million in
2016.143

And the growth of Hefei, centered on this research park, has been
impressive. The Hefei population doubled from 1990 to 2000, and then
again from 2000 to 2010, making it the fastest-growing metro area in
China. GDP per capita has grown fourfold from 2006 to 2017, compared
to less than tripling in Beijing in the same period.144



Canada
Other nations are also focusing their research efforts into concentrated
research parks as well. Returning to the case of Amazon, it is worth
reflecting on a notable inclusion in the list of finalists: Toronto. This is no
mere effort by Amazon to seem inclusive of our neighbor to the north.
Rather, it reflects the dramatic growth of Toronto as a technology hub—
supported by the efforts of the Ontario government.

A primary source of support is the MaRS (Medical and Related
Sciences) Discovery District. MaRS is a not-for-profit corporation that
provides research and lab facilities for start-ups, as well as venture capital
resources for funding commercialization of innovation.145 The 1.5
million–square-foot project was developed in two phases. Phase I began in
2000 and consisted of the construction of three new buildings of office
space and labs, as well as the retrofitting of the Toronto General Hospital
into the MaRS Centre.146 The federal government of Canada provided an
unknown amount of loans for this project, and the province of Ontario
loaned C$55 million (US$37 million) to help with land acquisition,
construction, and operation. Phase I was completed in 2005 and was
quickly at full capacity (and making a profit from rental revenue) when
MaRS decided to launch phase II. Phase II consisted of a new West Tower
that would be fully privately financed, but in which the government agreed
to house two provincial agencies.

Construction began in 2008, but after C$90 million (US$60 million)
had been spent, private financing dried up due to the financial crisis. The
Ontario government swung into action and, by 2015, had provided C$395
million (US$265 million) in loans.

And the government has been rewarded. MaRS was supposed to repay
C$290 million (US$195 million) by 2019, but actually did so in 2017.147

The building is now fully leased thanks to the arrival of major players such
as Facebook, Airbnb, and IBM, as well as twenty-eight Canadian start-ups.
According to MaRS’s numbers, the building generates C$20 million
(US$13 million) per year in rental revenue. An assessment of MaRS’s
economic impact was done by the Centre for Spatial Economics, which
estimates that 6,662 jobs have been created with MaRS.148

The fact that a foreign city would even be on the list to be considered
by the most valuable company in the United States is notable. The fact



that, along objective criteria, Toronto would have been a terrific choice is
worrisome.



WHO WINS THE GOOD JOBS?

The United States was an early investor in Big Science, as much by luck as
strategy. The development of experimental physics coincided with an
influx of foreign talent, primarily a consequence of the rise of Hitler in
Germany. When the US government decided to back scientists, led by
Vannevar Bush, the goal was urgent national defense.

These investments paid great economic dividends, and the entire
venture scaled up effectively in response to the perceived Soviet threat.
Combined with broader access to more education after World War II, the
effects on the American middle class were positive and long-lasting.

Since the 1970s, however, America has lost interest in backing science
on the previous scale. The shift to private-sector research and development
has been at best a partial replacement. Private sector companies are not
often interested in fully funding ideas that benefit other firms. In other
cases, these companies do not have the resources to make the large-scale
investments required to do cutting-edge research.

The venture capital financing system is impressive but focuses
primarily on backing ideas that can be commercialized easily and with
relatively little capital. Increasingly, this approach generates relatively few
good jobs in the United States.

This retreat from the scientific frontier will only continue as current
fiscal pressures bear down on the federal discretionary budget that includes
US science. An aging population and rising medical costs imply an ever-
rising commitment to mandatory social insurance programs like Medicare
and Social Security, while the willingness of politicians to propose higher
taxes remains quite limited. Last in line are discretionary programs such as
research funding, as witnessed by a steady decline in such support after the
short-lived boost in the late 2000s.

At the same time, the general trend of technology development
continues. Other countries, including China, have taken note and are
stepping into the gap that American hesitation has created. These countries
will increasingly capture the good jobs that are associated with technology
creation, and they are also more likely to set the rules for critical
regulatory and ethical issues that arise with new technologies.

It is not too late to reverse this trend. A major push now on public
funding for science could tip the balance in multiple fields and generate
millions of good jobs.



The United States is in a terrific position to do so for many reasons,
ranging from sufficient long-term investors to a higher education system
that is by far the best in the world. Perhaps most significantly, we have
tremendous geographic diversity that we can use to our advantage.

The previous section described research parks in other nations—but we
can go further. The next phase is perhaps not research parks but rather
broader research hubs that cover large areas and encourage the emergence
of new superstar cities. In a nation as spacious and diverse as the United
States, there is no need to force everyone to be in the same building or
park, so long as they are close enough to benefit from the agglomeration
that comes with the knowledge economy.

Creating a new role for the US federal government will require a major
financial commitment, but the returns can be spectacular. We have
suggested a commitment of $100 billion a year, which would take us less
than halfway back to our peak of public research-and-development
spending (relative to the size of our economy) but would likely be enough
to propel us back to our world leadership position.

Such spending should create roughly four million good jobs and share
growth opportunities across our whole nation. Scaling this spending up or
down would increase or lower the effects commensurately, but we caution
that if the effort is not a major one, it will not benefit from the geographic
benefits of successful research hubs.

It seems odd to say that America is struggling when we remain one of
the world’s richest nations. But public opinion and political expression
clearly show that many Americans are—with good reason—not happy
with their own prospects. We need to make the major commitments to
broad-based growth that will create a new American future. We need to
jump-start all of America.
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Jump-Starting America

“Something has gone profoundly wrong with the US economy over the
last two decades. Economic growth has been disappointing, and the little
of it we have witnessed has benefited the already rich and left everybody
else behind. This wonderfully readable book by two leading scholars
explains why and what to do about it. It is a powerful call for action for the
government to get involved, encourage innovation in local clusters, and
help the economy get back to creating good jobs for ordinary Americans.
A must read.”

—DARON ACEMOGLU, coauthor of Why Nations Fail, and Elizabeth and
James Killian Professor of Economics, MIT

“In this meticulously researched, highly readable, and exquisitely timed
book, Jonathan Gruber and Simon Johnson of MIT propose a new,
national plan, rooted in expanded scientific research, for accelerating US
growth, reducing inequality, and jump-starting regions of America which
have been falling behind. And, they show the funding mechanisms, federal
and local decision-making processes, and actual areas of new research
which would undergird it. It is brilliant at historical, economic, and
political levels.”

—ROGER ALTMAN, former deputy secretary of the Treasury, founder and
senior chairman of Evercore

“This brilliant book brings together economic history, urban economics,
and the design of incentives to build an ambitious proposal to jump-start
growth across geographies and mitigate inequality.”

—SUSAN ATHEY, Economics of Technology Professor and director,
Initiative for Shared Prosperity and Innovation, Stanford University

“Opportunities for technological breakthroughs have never been greater,



but America is fumbling its historic leadership. Gruber and Johnson
explain with clarity, authority and insight how America can regain its
innovation mojo.”

—ERIK BRYNJOLFSSON, director of the MIT Initiative on the Digital
Economy, and coauthor of The Second Machine Age

“What has been missing from our ongoing debate about inequality and
bringing the fruits of prosperity to a much wider segment of people is an
approach to make it happen in a way that is familiar to American society,
tradition, and historical political success. Jon Gruber and Simon Johnson
provide that missing link by demonstrating how smart public investment in
science will build the capabilities and infrastructure that is the sine qua
non for the investment that will generate returns in the form of new
products, services, and other benefits that employ millions and are
widespread geographically.”

—ELLEN DULBERGER, member of the Board on Science, Technology, and
Economic Policy, the National Academies of Science, Engineering, and

Medicine

“This is the book America needs now. The blueprint for a dazzling future,
filled with invention and growth, can be found in our recent past. Johnson
and Gruber have resurrected the lost history of American science, and the
era of big government that funded it. They have written a manifesto
brimming with novel proscriptions that are themselves evidence that this
country hasn’t lost its capacity to innovate.”

—FRANKLIN FOER, author of World Without Mind

“In Jump-Starting America, Jonathan Gruber and Simon Johnson present
an innovative and compelling case to invest more in innovation, and they
propose a bold plan to ensure that the benefits are shared throughout the
US and the money is spent wisely. Nothing less than the preeminence of
the US economy hangs in the balance.”

—ALAN B. KRUEGER, former chairman of The Council of Economic
Advisors, and Bendheim Professor of Economics and Public Affairs,

Princeton University



“Jump-Starting America is a brilliant, fascinating, timely, and important
book. It makes a compelling case that thoughtful government investment
in science is the key to achieving a second golden age for the American
economy. A joy to read.”

—STEVE LEVITT, coauthor of Freakonomics, and William B. Ogden
Distinguished Service Professor of Economics, University of Chicago

“America’s future prosperity depends on investing in our entire country,
most especially those areas ‘left behind.’ Gruber and Johnson show us the
way through ingenious ideas based on how it was done in the past and that
cut through today’s political gridlock, providing the inspiration and
optimism we need for enabling many more Americans to secure an
economically bright future.”

—ERIC SCHMIDT, former CEO and executive chairman of Google

“Long derided, at best for the hubris of officials trying vainly to do science
and pick winners and at worst for its cronyism, industrial policy is making
a comeback in many countries. Jonathan Gruber and Simon Johnson show
how the government can promote innovation while avoiding the classic
pitfalls of such policies. The United States of DARPA, NASA, the NIH or
the NSF offers a perhaps-unexpected role model. This very important book
by two world leading academics is a must-read not only for scholars, but
also for all policymakers, from those who still doubt the power of
industrial policy to those who might be tempted to apply it carelessly.”

—JEAN TIROLE, Toulouse School of Economics, 2014 Nobel laureate in
economics



Appendix:
102 Places for Jump-Starting America

AMERICA HAS MANY TALENTED PEOPLE, SPREAD OUT ACROSS A LARGE

GEOGRAPHIC AREA. IN this appendix, we describe one way to measure the
relative potential for various places to develop as technology hubs. What
we propose here is far from being the only approach to measuring the
strengths and weaknesses of particular locations. This is a suggestive
exercise intended both to illustrate the enormous opportunity that already
exists in all corners of our nation and to help start a more detailed
conversation on whether, where, and how to jump-start the creation of
more good jobs.

We use data on 378 metropolitan statistical areas (MSAs, which
represent cities and the associated commuting communities) in the
contiguous 48 states.1 Appendix Table A1 summarizes our eight
component measures, sources, and notes on construction.

The American Community Survey (ACS), conducted by the Census
Bureau, is the largest annual survey of households in the United States and
collects a rich array of demographic and economic information. The
Census Bureau makes data available at various geographical levels
through the National Historical Geographic Information System
(NHGIS).2 From this, we download variables at the MSA level. The ACS
is largest at decennial years, when there is a census sample. House price
data are not available for all MSAs in non-decennial years, so we use the
latest available comprehensive values, which are for 2010.3 For
commuting time, we measure the number of workers who report



commuting less than thirty minutes to work as a share of all commuters.
For information on university quality at the graduate and undergraduate

level, we use a 2005 survey carried out by the National Academy of
Sciences.4 This survey uses a broad set of measures to rank the quality of
graduate programs at US universities. We use these rankings to create an
indicator for top-twenty programs in each field, and then we count how
many such programs exist at every university in each MSA.5

 

To measure the quality of undergraduate education, we use a survey of
graduating PhD students collected by the National Science Foundation
each year through its National Center for Science and Engineering
Statistics (NCSES). This Survey of Doctorate Recipients (SDR) has been
fielded since 1973, and it includes a variety of information about doctoral
graduates, including where they previously received an undergraduate
degree. We provided an official at the NSF with a file containing



information on the top twenty graduate programs in each field (as
described in the preceding paragraph), and he matched that to their
survey.6 He then identified the undergraduate institution for each student
graduating from a top-twenty PhD program over the 2005–2015 period.
We counted the number of such students receiving an undergraduate
degree from each county in the United States. We aggregated those data to
the MSA level.7

Patent data were provided to us by Shane Greenstein, as used in his
paper with Chris Forman and Avi Goldfarb.8 They collected the number of
patents granted by the US Patent and Trademark Office (USPTO), and
from this set, they measure the number of new patents each year (year here
is defined as year of application, due to delays in granting patents). We use
2010 values, as these are the most recent that they had available. We
normalized this by the number of workers in each MSA (using data from
the ACS, this time for 2010), as this measures the entrepreneurial nature of
the workforce.

Crime data are from the FBI’s Uniform Crime Reports (UCR) system.9
We gathered data on violent crimes for every MSA in 2016 and then
normalized by population. Violent crime includes murder, rape, robbery,
and aggravated assault.

MSAs are a construct of statistical convenience. In thinking about
potential technology hubs, it may make sense to combine MSAs. For
example, Des Moines and Ames, Iowa, are fifty minutes apart. Des
Moines is significantly larger, but Ames has a more highly educated
population, high-quality educational institutions, and a higher rate of
patenting. By combining them in our data, we create a technology hub that
is both large and has strong educational attainment. Using this logic, we
created twenty-four pairs of cities and two “triangles” where combining
three MSAs seemed appropriate.10

We do not claim to have considered all possible combinations. Many
MSAs are within an hour of other MSAs and could be combined in various
ways apart from our efforts. We also did this work only at the level of
MSAs. There may well be combinations of smaller cities or nearby non-
MSA areas that create economic development areas with sufficient
population, high-quality educational infrastructure, and a good quality of
life. We look forward to hearing more about this from readers.

As described in the text, we created our Technology Hub Index System
(THIS) by first selecting a set of places in the United States that have—as



we define it—sufficiently high population, educational attainment, and
quality of life. For population, we choose MSAs with more than one
hundred thousand workers age twenty-five to sixty-four. For average
education, we choose a college-educated share of the twenty-five-year-old
and older population that is greater than 25 percent (this is about 12
percent below the mean national rate of 27.9 percent for this variable). Our
cutoff for mean house price is below $265,000, which is about 14 percent
above the mean house price of $232,222 in 2010.11

The results of this exercise are shown in Appendix Table A2, in which
places are listed in order of their overall THIS ranking. The table has
columns for:

 MSA name
 Overall THIS ranking
 Ranking for total population (one-third weight in THIS)
 Ranking for each of four education measures (overall education
ranking has one-third weight in THIS)

 Share of college graduates (one-quarter weight in overall
education ranking)

 Number of top-twenty graduate programs (one-quarter weight in
overall education ranking)

 Number of undergraduates going to top-twenty PhD programs
(one-quarter weight in overall education ranking)

 Patents per worker (one-quarter weight in overall education
ranking)

 Ranking for each of three lifestyle measures (overall lifestyle ranking
has one-third weight in THIS)

 Average house price (one-third weight in overall lifestyle ranking)
 Violent crime rate (one-third weight in overall lifestyle ranking)
 Share of workers commuting less than 30 minutes to work (one-
third weight in overall lifestyle ranking)

The list in Appendix Table A2 is comprised of large urban areas from
thirty-six states. States that are excluded are largely due to high house
prices (California, Connecticut, Colorado, Maryland, New Hampshire, and
Rhode Island), insufficient population in the largest cities (Delaware,



Maine, Montana, Vermont, and Wyoming), or insufficient education
according to our criteria (Nevada). Of course, all such variables can be
changed in the long run, with sufficient local political will.
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NOTES TO APPENDIX

1. The Office of Management and Budget defines both metropolitan and
micropolitan statistical areas. “The general concept of a metropolitan
statistical area is that of an area containing a large population nucleus and
adjacent communities that have a high degree of integration with that
nucleus.” Office of Management and Budget, “2010 Standards for
Delineating Metropolitan and Micropolitan Statistical Areas,” Federal
Register 75, no. 123 (June 28, 2010): 37246–37252,
https://www.gpo.gov/fdsys/pkg/FR-2010-06-28/pdf/2010-15605.pdf.

2. Anyone wishing to use these data should start on this webpage:
National Historical Geographic Information System,
https://www.nhgis.org.

3. In 2010, the country was in the midst of a housing crisis, so this
affected housing prices. However, the crisis was still nationwide at that
stage, so we think using data from this year is reasonable. Of course, we
encourage people to use alternative measures when these become available
(e.g., after the 2020 census).

4. National Academy of Sciences et al., A Data-Based Assessment of
Research-Doctorate Programs in the United States (Washington, DC:
National Academy of Sciences, 2010),
https://www.nap.edu/rdp/docs/report_brief.pdf.

5. There are a number of rankings provided in this report. We use the
“mean R rank,” based on research quality.

6. We are extremely grateful to Darius Singpurwalla for his endless
patience with our repeated requests for data.

7. Our summary name for this measure is quality of undergraduate
education, but of course our specific measure emphasizes quality of
preparation for further study in science and other quantitative studies. We
think this gets at the kinds of skills helpful in forming tech hubs.

8. Chris Forman, Avi Goldfarb, and Shane Greenstein, “Agglomeration
of Invention in the Bay Area: Not Just ICT,” American Economic Review
Papers and Proceedings 106, no. 5 (2016): 146–151.

9. These data are available online through this page: FBI Uniform Crime
Reporting, https://ucr.fbi.gov/ucr.

10. We did this using Google Maps. Apologies to anyone living in a
place who does not wish to cooperate with neighbors in another MSA or
who regards that other MSA as simply too far away. Our list was



constructed so as to make places look better—erring on the side of
encouraging positive thinking about economic development potential. We
welcome the creation of alternative lists or suggestions with modifications
for our criteria.

11. We chose these values below/above the mean to allow for some
noise in the measurement of the variables and some room for short-term
modest changes in these variables.
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