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FOREWORD

he spectacular run-up of the stock market during the 1990s

has become the symbol of a resurgent American economy.
To hear your broker tell it, we live in the best of times. Inflation is low; em-
ployment is up; and fear of international rivals such as Germany and Japan
has become only a vague memory.

At least through the end of 1997, however, national economic perfor-
mance since the recession of 1990-91 had failed to match that experienced
during previous recoveries. Still, because of its duration, the period of sus-
tained, if modest, growth served as the foundation for a renewal of national
confidence about the future. Moreover, the longer the economy continues
steady growth, the more likely that the total addition to GDP and national
wealth from this phase of the business cycle will be substantial, even by his-
torical standards.

For many Americans, this glowing portrait of current economic condi-
tions reflects their personal experiences. For many others, however, it is
something that they hear about only on the news. So far, in one important
respect, the 1990s seem unlikely to break a pattern that has now persisted for
nearly a generation: high inequality in income and wealth. The basic facts
about this phenomenon are well known. Since the early 1970s, income in-
equality has increased dramatically, while average wages for middle-income
earners barely kept pace with inflation, and those at the bottom of the scale
actually fell in real terms. Inequality of wealth also widened, with the gaps
between haves and have-nots escalating to levels last experienced during the
Great Depression.

Economists have focused considerable research on the growing inequali-
ties of income. The long list of suspects includes “skill-biased” technological
change, economic globalization, deindustrialization, new production prac-
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tices, declining union membership, and “winner-take-all” markets. Burt be-
cause these suspected causes of inequality are perceived to be forces of the pri-
vate, free-market economy, many view them as unfortunate necessities—the
belief is that governmental intervention to soften their impact would be worse.
Direct action to alter the underlying circumstances is said to be playing with
fire. Were it not for the real misfortunes caused by income stagnation and de-
cline, it would be amusing that in the political sphere, even the most modest
proposals to relieve inequality prompt outcries against “class warfare.”

In the pages that follow, economist James Galbraith raises the possibility
that the government has in fact been engaging in class warfare all along, with
middle- and lower-income Americans losing at every step of the way. Their
fortunes have declined not because of inexorable, uncontrollable market
forces, Galbraith argues, but because government policy has been managed
in a way that drove inequality up. Tight money, a high dollar, and high un-
employment have driven the rise of inequality—not the autonomous forces
of technology and trade. The implication of Galbraith’s approach is that the
only way to reverse course is through direct government action. Passivity will
only continue the war.

Professor Galbraith has been on target often lately, especially in his insis-
tence that the negative consequences of reductions in unemployment were
greatly exaggerated by many economists. He reviews and strengthens his ar-
guments in this area in this work. Indeed the idea of a fixed level for the
“non-accelerating inflation rate of unemployment” (NAIRU) has been shat-
tered by that hardest critic of all: empirical evidence. Today, even Federal Re-
serve chairman Alan Greenspan expresses public skepticism about the
existence of such a specific and predictable number. The strongest adherents
of NAIRU must today acknowledge that their certainty about the dire conse-
quences of an unemployment level below 6 (or even 7) percent was mis-
guided. Galbraith was right about this, well ahead of his colleagues.

When it comes to inequality, Galbraith brings, most of all, a willingness to
look at the evidence we have with remarkably fresh eyes. His insights and
conclusions are certain to be at the center of the continuing debate about the
causes of the present discontent among working Americans and the remedies
for it.

The Twentieth Century Fund/Century Foundation has energetically
sought to document, understand the causes of, and develop ideas for alleviat-
ing economic inequality. We have supported Edward Wolft’s important re-
port, Top Heavy, on the increasing inequality of wealth. We also sponsored
Robert Kuttner's Everything for Sale: The Virtues and Limits of Markets, which
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devotes considerable attention to the connections between inequality and
markets. Our roster of forthcoming books includes the economists Barry
Bluestone and Bennett Harrison’s analysis of the relationship between eco-
nomic growth and inequality, economics writer Jeffrey Madrick’s exploration
of slow productivity improvements, Cornell political scientist Jonas Pontus-
son’s investigation into why inequality is so much worse in the United States
than in other developed countries, journalist Simon Head’s reporting on the
role of technology in inequality, Harvard’s Theda Skocpol’s proposals for fed-
eral action to alleviate inequality, and Wolff’s examination of the extent to
which schooling may or may not help eliminate inequality.

On behalf of the Trustees of the Twentieth Century Fund/Century Foun-
dation, I thank Galbraith for this bold and thoughtful contribution to our
understanding of one of the nation’s most important public policy questions.

Richard C. Leone, President
The Twentieth Century Fund/Century Foundation
December 1997



ACKNOWLEDGMENTS

Famine is a political event. It is not caused by drought, flood,
or other natural disaster alone. Whether one examines the ex-
perience of Ireland in 1846, Ukraine in 1933, Bengal in 1943, or China in
1960, everywhere and always one finds the mark of policy—specific govern-
mental actions that deprived the poor of their livelihoods or their incomes.

We owe this teaching to Amartya Sen, and few economists dispute it. But
it raises a question: Can smaller increases in economic inequality be viewed
in a similar way? Are famines different, except in degree? It seems impossible
for there to be a difference excepr of degree. For if natural disasters could
cause an enduring increase in the inequality of incomes, they could in princi-
ple be sufficiently serious on occasion to cause famine. But they don'.

This book is a reflection on the power of economic policy, particularly its
power to achieve an evil result. Usually such results are not so serious as
famines. They lack the drama and also the closure that follows. They are a lit-
tle bit banal. Yet, like famines, they are invariably depicted by those sympa-
thetic to the existing structures of authority as the sad consequence of natural
forces. I believe, on the contrary, that where the evil concerned is a rise in the
inequality of economic incomes, one can usually find the sources in political
decisions.

The search for these sources is, to some extent, inherently statistical. Since
it is not possible to write a book of this kind without exposing pieces of it to
critical review along the way, certain parts have already seen the light of the
printed page. In particular, Chapter 10 is adapted from an essay, “Time to
Ditch the NAIRU,” which appeared in the winter 1997 jJournal of Economic
Perspectives, itself based on an earlier working paper supported by the Jerome
Levy Economics Institute of Bard College. This has now also appeared in
greatly changed form as “Dangerous Metaphor: The Fiction of the Labor
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University of Texas at Austin, the Berkeley Roundtable on the International
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TELE C RIS FRJCHE:
WAGES AND TRANSFERS

Is this improvement in the circumstances of the lower ranks of
the people to be regarded as an advantage or an inconve-
niency? The answer seems at first sight abundantly plain. Ser-
vants, labourers and workmen of different kinds, make up the
far greater part of every political society. But what improves
the circumstances of the greater part can never be regarded as

an inconveniency to the whole.

—Adam Smith, Inquiry into the Nature and Causes of the Wealth of
Nations, 1776, Book I, Chapter VII

his is a book about pay. It is about the gap between good and

bad jobs, about what can be earned in America in decent as
compared with mediocre employment. This gap was once quite small. But
the gap has grown, and now it is wider than at any other time since the Great
Depression. It so wide that it has come, once again, to threaten the social sol-
idarity and stability of the country. It has come, I believe, to undermine our
sense of ourselves as a nation of equals. In this way, rising inequality presents
a stark challenge to American national life.

The most visible sign of this challenge has emerged not in the marketplace
or on the factory floor, as one might possibly expect, but in politics. It sur-
faces in bitter discussions of budgets, welfare, and entitlement programs. A
high degree of inequality causes the comfortable to disavow the needy. It in-
creases the social and the psychological distance separating the haves from
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the have-nots, making it easier to imagine that defects of character or differ-
ences of culture, rather than an unpleasant turn in the larger schemes of eco-
nomic history, are at the root of the separation. It is leading toward the
transformation of the United States from a middle-class democracy into
something that more closely resembles an authoritarian quasi democracy,
with an overclass, an underclass, and a hidden politics driven by money.

To put the matter the other way around, economic equality blurs the dis-
tinctions between persons. It makes people feel similar to other people. In
this way, equality casts a veil of ignorance over the comparative future of in-
dividual fortunes. As we know from the philosopher John Rawls,' this igno-
rance, rather than equality itself, is the key to fairness in social choice. A just
society, providing for the less fortunate in an equable way, is one that people
would freely choose for themselves, without knowledge of their own position
within it.

Inequality lifts the veil. Inequality is information; it is knowledge. With
high inequality, of income and of wealth, it becomes easy to know whether
one is likely in the long run to be a net gainer, or a net loser, from public pro-
grams of family assistance, pension security, and health care. The more in-
equality there is in the present, the more definite is each person’s sense of his
or her own position, both in the present and for the future. The rich feel
more secure; the poor feel less hopeful. High inequality therefore weakens
the willingness to share at the same time that it concentrates resources in
hands least inclined to be willing. In this way, and for this reason, inequality
threatens the ability of society as a whole to provide for the weak, the ill, and
the old.

The rise in inequality is the cause of our dreadful political condition. It is
the cause of the bitter and unending struggle over the Transfer State, of the
ugly battles over welfare, affirmative action, health care, social security, and
the even uglier preoccupation in some circles with the alleged relationship of
race, intelligence, and earnings. The “end of welfare as we knew it,” to take a
recent example, became possible only as rising inequality ensured that those
who ended welfare did 7ot know it, that they were detached from the life ex-
periences of those on the receiving end.

Crisis is a misused word, particularly by alarmists who have presented us in
recent years with a budget crisis, a Medicare crisis, and a social security crisis.
None of those alleged crises really is. They all rest on specious claims about
financial abstractions, on scare stories about impending bankruptcy—
whether of the government as a whole or of particular government trust

funds. They all fade when the economic news is good, only to return when
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hard times make the public receptive. But they serve the same underlying
purpose: to legitimize the reduction of social welfare and social security pro-
grams, to withdraw resources from the social to the private realm. And they
all enjoy support from the same social quarter: the financial and commercial
interests of the wealthy. The real crisis is the underlying attack on the elderly,
the poor, and the ill, and the tragic willingness of many working people to
join it.

What brought this crisis into being? According to popular perception, ris-
ing inequality is a kind of black rain, a curse of obscure origin and no known
remedy, a matter of mystery covered by words like downsizing, deregulation,
and globalization. There is a view that capitalism has simply become more
savage, a matter of the temper of the times and a new brutality of markets.?
Many speak of a paradox in which the social evil of rising inequality accom-
panies rising average incomes and general prosperity for the country as a
whole, a single dark cloud in a silver sky.

But is higher inequality, as many believe, something that “just happens”™
Or does it serve a deeper purpose, one that is to be expected and accepted? Is
the splitting apart of America an accident, or is it the inevitable incident of
technological progress and the spread of free markets, a by-product of change
and modernity? Is it the cost we must pay for the efficiencies of worldwide
production and trade? Is it the price of comparatively low unemployment? Is
it a side effect—disagreeable perhaps but a necessary aspect of our develop-
ment toward a better future?

The idea that rising inequality serves a deeper purpose emerges from the
economics profession, which has produced a kind of instant wisdom on the
subject—a set of views, usually presented as orthodox, but in fact established
with great haste and in considerable disorder in recent years. To a predomi-
nant faction within the economics profession, the “why” of rising inequality
has been answered by a single, all-encompassing phrase: skill-biased technolog-
ical change.

The term rechnology is very broad, and in many presentations the specific
nature of “skill-biased” technological change remains vague.’ Sill, many
economists today believe that a main cause of rising inequality lies in the
spread of information technologies, and especially in the computer revolu-
tion. Massive investment in computers has, they argue, led to a transforma-
tion of the workplace. A rush to information technologies has driven up the
relative demand for workers trained to use the new technologies. Since only
so many well-trained, computer-literate workers are available at the outset of
this process, market forces require that they be paid increasing amounts. And
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so “the rate of return” to skill increases. Inequality rises because those who are
more skilled already hold positions near the top of the wage ladder, so their
gains stretch the wage structure. Demand for unskilled labor falls, reducing
comparative pay at the bottom of the wage scale.

This majority view on the “why” question has led to a split view on two
other questions: whether inequality ought to be considered a social problem,
and what should be done about it.

The strictest believers in the free market argue that rising inequality is not
a problem; the market’s dictate in this matter should be respected, even cele-
brated. The reasoning behind this position is a textbook case in the further
economics of supply and demand. A shortfall of computer skills, caused by
increasing demand for those skills, reflects the rising productivity of those
who have mastered computers relative to those who have not. This causes the
wage of the computer-skilled to rise. That rising relative wage sends a signal
to the labor market, where it is received by everyone from college students to
displaced middle managers in late middle age. They decode the message and
head back to school. Soon computer courses will be overflowing, the labor
markets will be flooded with newly numerate job applicants, and the pre-
mium associated with computer skills will disappear. The problem is self-liq-
uidating, unless the transformations of skill-biased technological change
continue in the next period, in which case the sequence of corrective re-
sponses must be repeated.

According to this line of argument, the wage gap produced by the skill dif-
ferential is actually necessary, so long as the mismatch persists. It is the signal
that tells the market to produce a greater number of workers with computer
skills. To reduce the gap artificially, so to speak, by raising the wages of the
unskilled, would only thwart the market. It would produce unemployment
among the unskilled, since their wages would now lie above their worth—a
story often told to account for the persistence of high unemployment in Eu-
rope. It would discourage retraining and perpetuate the shortage of skills. It
might even have the perverse effect of slowing future technological improve-
ments, since employers can scarcely be expected to pursue paths of innova-
tion for which they cannot find an adequately talented workforce.

There is a respectable liberal dissent from this position, and it lies in argu-
ing that although the price mechanism may work eventually, it doesn’t work
quickly enough. Thus, there is a social benefit in accelerating the creation of
new skills, or in making access to retraining more equal. A forward-looking
policy can anticipate future technological developments and prepare the

workforce to meet the challenges to come; it can match expected shifts in de-
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mand with policy-driven shifts in supply. Hence there is a case, on the center-
left of our reputable politics, for subsidies to education and for training pro-
grams. Affirmative action for women and minorities can also be justified;
such measures help distribute the privileged positions in the distribution of
skills to members of groups that have historically been excluded from privi-
leged positions.

It is no accident that education and affirmative action hold their promi-
nent positions on the beleaguered liberal agenda. Access to education is a
gateway to opportunity in America, and few doubt (in public) that addi-
tional years in the classroom are socially useful. Distributing such access
across ethnicities and genders is a way to achieve some diversity in the higher
professions and in political and social elites. From a political standpoint, a
program of support for education helps to relieve the financial anxieties of
struggling middle-class families, who are known to vote. It is comparatively
immune from attack by economists, for it leaves the pricing mechanisms of
the labor market alone. And it is unlikely to incur criticism from the larger
run of society’s intellectuals either, for they stand to benefit from expanded
subsidies to their own employment.

Yet the notion that equalizing skills will equalize /ncomes rests on a confu-
sion—a confusion between equity in access to lottery tickets and equity in
the value of the prizes. It is one thing for a program to hold out, subsidize,
and support new chances for individuals to compete on the educational and
career ladders. It is something different to promise that the ladder itself will
become shorter and wider as a result of an increase in the numbers crowding
their way up the rungs. It is something entirely different to suppose that each
new entrant and reentrant in the educational sweepstakes will enjoy a chance
of success equally high as those who have already entered and won. It is
something entirely different, something bold and ingenious, to promise that
we can return to the middle-class solidarity of three decades ago, entirely by
diffusing knowledge through the population and by allowing free labor mar-
kets to work.

This is the marvelous adjustment that both sides of the debate—the edu-
cation activists and the free-market purists—are implicitly promising. They
are promising an adjustment of the structure of economic outcomes to the
distribution of human skills. They are promising, in effect, that the inequali-
ties occasioned by technological change will take care of themselves.*

One may reasonably pose the question, When?

Twenty years into the computer revolution, and nearly thirty years since
the start of rising inequality, many millions have acquired the skills appropri-
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ate to the age. Word processing, accounting and calculating on spreadsheets,
e-mail and the Internet, computer graphics and publication, computer-aided
design: none of this is any longer esoteric. Yet the readjustment of incomes to
a wider and more equal distribution of skill levels hasn’t even begun to hap-
pen.’ Indeed, so far as one can measure skills by educational attainment, the
reverse has occurred and continues to occur. Educational differentials have
narrowed, with policy help. Yet wage differentials widened sharply in the
1970s and 1980s; since the mid-1980s the most charitable interpretation of
the dara is that differentials have remained stable at historically high levels. As
Martin Carnoy has eloquently pointed out, this bitter irony is especially
poignant for black Americans, who have narrowed the educational gap sepa-
rating them from whites, only to slip further behind in average earnings.®

The skills-shortage hypothesis—the idea that computers or other forms of
skill-enhancing technology are mainly responsible for what has happened to
the wage structure—and the idea that education can cure the problem are, 1
believe, fantasies. They are comforting fantasies for politicians, policymakers,
and business interests, for they lay the blame for the phenomenon of rising
inequality on workers themselves (if they fail to keep up with changing times,
whose responsibility is thar?), they ensure us that something good will come
of it anyway (hey, isn't technology wonderful?), and they exonerate the state.
For these same reasons, they are also dangerous fantasies, for they insulate us
from a serious discussion of why inequality has risen and what might be done
about it. This is true even though we do subsidize education (and should do
s0), affirmative action for disadvantaged groups is a good thing (or so I be-
lieve), we have heavily supported the introduction of new technologies to the
schools, and computers and other inventions have generally enriched and
eased our lives. Measures such as these can be good and socially useful with-
out having application to the crisis of inequality in the wage structure.

In this book I argue that rising inequality in the wage structure is neither
inevitable nor mysterious nor necessary nor the dark side of a good thing:
rather, it was brought on mainly by bad economic performance. Its principal
causes lie in the hard blows of recession, unemployment, and slow economic
growth, combined with the effects of inflacion and political resistance to rais-
ing the real value of the minimum wage. These are blows that, when once de-
livered, are not erased in any short period of economic recovery. They can be
reversed, and in American history have been reversed, only by sustained peri-
ods of full employment alongside controlled inflation and a determined drive
toward social justice. We last saw such a movement in this country in the
1960s, and before that only during World War I1.
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What caused bad economic performance? The answer is plainly visible to
anyone with an open mind and a reasonable grasp of the evidence. Economic
policy, and very specifically monetary policy, changed. Beginning in 1970,
the government abandoned the goal of full employment and instead turned
its attention to a fight against inflation. For this purpose, only one instru-
ment was deemed suitable: high interest rates brought into being by the Fed-
eral Reserve. There followed a repeated sequence of recessions, each justified
at the time as the unfortunate consequence of external shocks and events be-
yond national control. The high unemployment that recessions produced
generated, I shall demonstrate, the rise in inequality that destroyed the mid-
dle class. For this, the Federal Reserve, under its reputable chairmen Arthur
E. Burns, Paul A. Volcker, and Alan Greenspan, stands primarily responsible.

As a matter of secondary importance, rising wage inequality is also linked
to economic globalization, a touchy and contentious issue. As a share of the
U.S. economy, trade has been expanding since the late 1960s, and imports of
manufactures from developing countries, in particular, grew dramatically in
the early 1980s. The effects on wages, now thoroughly debated in a large lit-
erature, are measurable and significant, though not so vast as economic na-
tionalists sometimes contend.® It would be absurd to pretend that imports
from low-wage countries have no effect on American wages; it is equally
wrong to argue, as we sometimes hear from both left and right, that the Mex-
ican and Chinese tails wag the dog of the American wage structure.

Globalization may be irreversible, but its consequences for economic and
social inequality are not cast in concrete, and so it is also incorrect to argue
that the new global economy necessarily dictates a politics of unrestricted
laissez-faire. The cause of higher inequality as trade has expanded lies, rather,
in the way American trade expanded, particularly under the huge overvalua-
tion of the dollar and debt crises of the early 1980s. Because of this peculiar,
harsh, unnecessary, and policy-created pattern, globalized trade has pulled
our manufacturing wage structure in two directions at once: it has gradually
layered the United States between the rich countries and the poor, and Amer-
ica has tended to become the leading industrial economy of both the First
and the Third Worlds. This was unnecessary and it can be changed. We need
not fear trade relations with poor countries so long as we properly fulfill our
own responsibilities in the trading system.

Thus, whether one examines the international or the domestic aspects of
rising inequality, the imprint of economic policy is clear. Things could have
been different if economic policy had followed a different course. Things
should have been different, because different choices were possible in the past.
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Moreover, our situation can be changed now. We know it can be changed,
because policies are available that have worked to reduce inequality in the
past, in both the United States and other countries. Indeed, policies are
working now that have slowed the increase in wage inequality. The task we
face today is not so much to invent such policies but to recognize them and
push them forward further and faster than we have so far dared to do.

There is an even bigger story just under the surface of this argument. It is
that the ostensibly private, free-market character of the changes in the wage
structure is an illusion. Relative wages are much more a matter of politics,
and much less a matter of markets, than is generally believed. They are sub-
ject to the powerful effects of public policy, albeit policy governed in large
measure by private interest and private pressures and frequently hidden from
view. Public policies before 1970 largely supported a middle-class society, but
not so later on. It follows that deep issues of macroeconomic policy, interna-
tional economic order, and the role of the state have to be addressed before
policies adequate to this crisis may be forthcoming. We have to acknowledge
the essentially contingent, reversible, and public causes of the inequality cri-
sis, and we must be willing to take actions that are direct, forceful, and sus-
tained in order to bring it to an end.

From 1945 through 1970, the state maintained a wide range of protec-
tions for low-wage, less educated, more vulnerable workers, so that a broadly
equal pattern of social progress was sustained despite, even in those distant
years, rapid technological change. These protections were held in place by a
stable macroeconomic policy that avoided sharp or prolonged disruptions to
economic growth, and in particular by a monetary policy that was subordi-
nated to these larger objectives. In those years, the government as @ whole was
committed to the pursuit of full employment, price stability, and high rates
of economic growth. Following 1970, technological change continued, but
the protections were withdrawn, and at the same time macroeconomic policy
became much more unstable. The state shifted its support from the economy
in general, the macroeconomy, to specific leading sectors of the economy—
in fact, to the firms and industries most devoted to technological change.
Monetary policy led the way, by declaring its independence from the larger
objectives of economic policy, and its responsibility for the defeat of inflation
above all other economic goals.

Wage equality and the middle-class character of American society were vic-
tims, in short, of the war on inflation. The wage structure cracked and crum-
bled under the assault of policies that stabilized the price level at the expense

of comparatively low-income working Americans—in 1970, 1974, 1980,
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1981, and most recently in 1990. These policies were led and implemented by
the Federal Reserve, though with the acquiescence of the rest of the govern-
ment, which chose the politically easy path of assigning responsibility for
fighting inflation to the central bank. It follows that if we wish to restore pat-
terns of wage equality befitting a society that is truly middle class, we need two
things: a return to policies of sustained full employment and an entirely differ-
ent approach, when necessary, to inflation. We will return to this point.

This book focuses primarily on wages as the major story of inequality in
working America, the fundamental issue in the politics of inequality, and the
driving story behind the larger social changes that come when inequality in-
creases. Wages and salaries account for over half of all income flows and for
most of the incomes of the 135 million Americans in the labor force, plus
their dependents. It is also true, if my calculations are correct, that even if
there had been no increase in the inequality of nonwage incomes in America
since 1970 and no change in the relation of wages to profits, the rise in U.S.
inequality would still have been among the highest in the industrial world.

My focus on wage income is also partly driven by theoretical interests,
data, and a desire to add something to the literature and debate. Hourly wage
rates are of interest here because they are the fundamental outcome of the
work contract. Statements about the effect of technology or trade on wage
structures are about hourly wage rates in theory; differences in hours worked,
nonwage incomes, or family structures have nothing to do with it. Yet empir-
ical research on inequality often has relied on broader measures of income in-
equality, such as normal weekly earnings or annual earnings, with the risk
that fluctuating hours or spells of unemployment may obscure what is hap-
pening to wage rates.

Individual earnings—weekly, monthly, or annual—combine the effects of
the hourly wage rate with fluctuations in hours worked. Even if all hourly
wages were equal, and even if there were no sources of income other than
personal labor, personal earnings would not be equal because different people
would work differing numbers of hours through the week, the month, and
the year. Some of this is by choice: certain people prefer more hours of work
and the associated income; others prefer less. Some is not by choice, because
in the real world unemployment falls on some people against their will.

Incomes differ from earnings because of income from capital, including
dividends, interest, realized capital gains, and partnership profits. Also, many
people receive modest incomes in the form of public assistance and transfers
from the government, including social security and welfare. Nonwage in-
comes account for more than 40 percent of total income today and are clearly
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a major source of inequality, especially since the distribution of capital own-
ership is so uneven.

Finally, people form themselves into families, and family income is the ul-
timate determinant of the standard of living. Families with multiple earners
rise toward the top of the family income distribution, while families with just
one earner fall toward the bottom. As the number of single-headed house-
holds rises, so too will inequality. This pattern is compounded in the real
world by the grim fact that single-headed households also comprise, to a
large extent, those with the most unstable employment experiences and the
lowest hourly wages.

All of these elements combine to generate the structure of incomes and of
inequalities that we all live with. I argue, however, that inequality in wage
rates is the foundation of the whole structure. This is partly because wages
and salaries remain such a large fraction of total incomes and also because the
distribution of certain other forms of income, such as private pensions, de-
pends directly on each recipient’s past history of earnings and hence on the
inequality of the wage structure.

Beyond this, I believe that increases in the inequality of the wage structure
have repercussions through the outer layers that lead to higher inequality at
the levels of individual earnings, individual incomes, and family incomes.
Higher inequality in wage rates tends to polarize the experience of unem-
ployment: jobs paying higher wages are more stable, and those at the bottom
become contingent and experience the brunt of ups and downs in labor de-
mand. Higher inequality in family incomes produces higher transfer pay-
ments—both public, because more people fall into poverty, and private,
because more people incur debts and interest burdens in the effort to main-
tain parities of living standards despite disparities of income. Finally, wage
and income inequality bleed through to family structures. Doubling up and
breaking up are both consequences in part of economic stress; hence the rise
in inequality due to changes in family structure is partly an aftershock of ris-
ing wage and salary inequality and unemployment.

The politics of inequality tends to be mainly about transfer payments, for
the straightforward reason that transfer payments are mediated by the state,
and politics is about the state. The support of these populations who live di-
rectly or indirectly off the toil of those who are currently working is the story
of our political life. Typically, when we speak of transfers, we refer to the re-
tired elderly and the poor. I will argue, however, that the politics of transfers
actually involves three distinct groups, and 1 would add interest receivers to
the poor and the elderly as a population with a direct interest in state pol-
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icy—namely, the interest rate. The difference between these groups is that
while the poor are poor, the elderly tend to be lower middle class and the
population of significant interest receivers stretches from the upper middle to
the very highest reaches of the income distribution.

In the larger scheme of the economy and the government budget, transfer
payments to poor people other than the elderly are minor. The now-defunct
welfare program Aid to Families with Dependent Children (AFDC), housing
assistance, food stamps, and state-supported general relief programs have
been vital to those who rely on them. But these programs are comparatively
small in budget terms, tiny in relation to the size of the economy, and with
perhaps one important exception—the earned income tax credit—they have
been falling since the early 1980s.

The elderly are a different case. This is a group for whom the news of the
past generation has been good on the whole. To a very large degree, the el-
derly have escaped both poverty and the labor market over a quarter-cen-
tury’s time, as well as the crushing burdens of the cost of medical care. They
have done so, of course, through government assistance. Social security goes
back to 1935, but for the first generation of its existence, large numbers of
the elderly remained poor. It was only beginning in the early 1970s that in-
creases in retirement earnings and medical care under social security, as well
as supplemental security income for the disabled and destitute, permitted
many older people to quit working earlier and to live better in retirement
than they otherwise would or than any previous generation of the elderly has
ever done.

Some of these large improvements were accidental, or the result of politi-
cal competition during the election season of 1972.° But the accomplish-
ment was nevertheless very real. A whole economy now revolves around an
emancipated elderly population; such a thing hardly existed thirty years ago.
And among the elderly, the war against poverty has been a resounding suc-
cess. According to a report from the Census Bureau, the poverty rate of el-
derly people fell from 35.2 percent in 1959 to 10.5 percent in 1995, a rate
lower than that of the working population.

What of transfers to the rich? According to one study, the average pretax
income of the top 1 percent of American families more than doubled over fif-
teen years after 1977, reaching $676,000 per year in 1992." This group of
the very rich relies on wages and salaries for less than half their income. The
other half flows from the distribution of wealth, a controversial and impor-
tant topic that I will substantially neglect, except for a few words to situate
interest in this complex pattern.”
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At the very top of the income distribution, net capital gains are extremely
important. In 1988, they accounted for 22.1 percent of the income of the
top 1 percent of taxpaying families, and that group received over 68 percent
of all gains. Capital gains overall totaled $153 billion; of this, nearly $105
billion went to the top percentile. Partnership net profits, another crirical
item, totaled $56 billion in 1988 and flowed almost exclusively to the top
percentile.

Interest income overall is five times larger than capital gains and more sta-
ble, and it has grown more as a share of total income than any other category,
rising particularly sharply with the rise in interest rates, from 4.6 percent of
total personal income in 1977 to 8.2 percent in 1982—an increase larger
than the whole defense budget and on a par with social security payments.”
It is true that interest income is not so concentrated as capital gains and part-
nership incomes. Interest is earned in significant quantities by significant
numbers of moderately wealthy—say, the top 10 percent rather than the very
top percentile, both directly and through holdings in pension funds. As com-
pared with capital gains, the rise in interest income represents an important
source of transfers to this comparatively large group. Obviously many of
them have debts themselves, so not all of interest flows are redistributive. But
as one moves up the wealth ladder, net creditors come to predominate over
net debtors; on balance, the payment of interest represents a net flow from
middle-income debtors and from the government itself (that is, from taxpay-
ers) to creditors among the comparatively well-to-do."

The trouble comes when we add the burdens of the three nonworking
populations together and present the bill to the working population. Trans-
fers to the truly poor are minor and declining. But when we count transfer
payments to the rich, in the form of interest on private and public debts,
alongside transfer payments to the elderly, in the form of government pro-
grams, the increase in total transfers as a share of personal income over forty
years has been dramatic. Interest payments and government programs to-
gether accounted for about 11 percent of all personal income in the 1950s.
Today the share is about 30 percent, with transfers accounting for over 16
percent and interest for over 13 percent of the total.

This phenomenon we may call the rise of the Transfer State. As a result of
it, we have in place in the United States today not one but two competing
welfare systems. One is a private one disproportionately for the rich, based
on their ownership of financial assets. The other is a public one, mainly for

the retired population, with dribs and drabs for the younger poor. Both are
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financed mainly by working Americans, who pay taxes to the state and inter-
est to their creditors, and then try to live on the remainder. Both are adminis-
tered, in important ways, by the government, for it is the government that
sets the tax rate on payrolls to fund social security, and it is the government,
through the Federal Reserve system, that sets the key interest rate on loans.”

My argument is that rising inequality in the wage structure underlies both
the evident crisis of public transfers and the not-so-evident but insidious
problems of a rising burden of net interest obligations. As the wage structure
became less equal, both public and private transfers rose, and the public
transfer burden, which inevitably bears the brunt of public attention and ef-
forts at legislative remedy, became the enduring crisis of our political life.
Wias this accidental? I think not.

Why do more equally paid societies tolerate higher public transfer burdens,
and why do these systems fall into crisis when inequality rises? There are at
least three reasons. The first of these concerns the nature of the transfers them-
selves, the second concerns the attitudes and political involvement of the rich,
and the third concerns the bargain as it appears to the middle class.

First, more equal societies have less poverty. The burden of support for the
nonelderly poor is therefore less, and the political controversies surrounding
the notion of aid to the undeserving tend not to arise. The social problems of
the poor tend to be seen much more as the social problems of the temporarily
poor—a category into which many people can imagine themselves falling,
for example, through loss of employment. Thus, there is greater and wider
support for what is, in any event, a smaller and less onerous burden. Transfer
programs themselves can then be gener(-)us enough to blur the distinction be-
tween the poor and the middle class, and the stigma of poverty falls away.

Second, more equal societies have fewer rich people. In a society of
broadly based equality, the proportion of those opting out of public services,
of those for whom public pension plans are financially insignificant, becomes
a politically negligible fringe. But as a society polarizes, the rich develop an
ethos all their own—an ethos of exaggerated individualism, of independence
from the state and rejection of public institutions. The usual political re-
sponse to this development—certainly the response in the United States—
has been to allow the wealthy to reduce their share of payment for the
burden. (In the United States, for instance, the cap on payroll earnings tax-
able for social security is a clear example of this; so too are tax provisions ben-
efiting the wealthy, such as special rates for capital gains.) This then has the
effect of shifting the burden of supporting transfer programs from the
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wealthy toward the middle class, a burden that becomes heavier as transfers
increase and the weight of income shifts up the scale from the middle class
toward the wealthy.

Third, more equal societies will tend to have lower private transfer bur-
dens—Iess private capital, less debr, less conspicuous consumption and pecu-
niary emulation. People are willing to pay higher taxes for social insurance if
they face a lower burden of private debts. Moreover, in a middle-class society,
public services come to be seen as collective assetss—something from which
the population at large benefits directly. What might be a bad social bargain
at 30 percent of income, when benefits are thought to low mainly to the un-
worthy, seems like a much better deal even at 40 percent of income, when
benefits flow back to the population at large (for example, in the form of
Canadian medical care, French trains and mass transit, and the German sys-
tem of free universities). This explains why these amenities enjoy such wide-
spread support—as has the social security system in the United States.

One answer to the inequality crisis, indeed the principal answer offered by
the small cohort of true progressives who have survived in political life, is to
engage in a stalwart defense of progressive taxation and generous public assis-
tance programs, including social security. This has been the work of angels.'®
And in the preservation of the income tax and the social security system, so
far it has been not without a share of successes. Tax reform in 1986 and in
1993 demonstrated that the theme of fairness in the tax structure is a power-
ful political force; liberals need not flinch from progressive taxation for polit-
ical reasons.

But in the long run, the battle cannot be won by reacting to ever-rising in-
equality with ever-increasing compensatory transfers, for as society grows in-
creasingly unequal, the political economy of compensatory transfers becomes
oppressive. Claustrophobia, a sense of lack of mobility, of flexibility, a loss of
liquidity, of possibility and of freedom set in. In the squeeze between entitle-
ments, public interest payments, and private spending, public services are de-
graded, downgraded, and debased; they become symbols of the shabby,
amenities to avoid. The social bargain exempting the rich from their share of
the burden—for instance, through caps on income subject to social security
payroll taxes and reduced tax rates on capital gains—comes to grate on the
middle class as much as the burden itself.

An economy of tax slaves and debt peons is, at its worst, an economy of
frightened and frustrated people. The American working population is angry
because it has both the rich and the elderly on its back, even as it divides into

mutually hostile and distrusting camps, and because the economic bargain
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involved in continuing to carry both looks increasingly bad for those who
can least afford it. Lacking public solutions to the problems of life on the
treadmill, and lacking also the political parties, platforms, and organizations
to put them into effect, it is not surprising that people become open to the
appeal of every man for himself, and ultimately the power of this appeal will
become irresistible.

The signs of this are unmistakable. The antistate political operatives of the
wealthy seek allies by offering small tax breaks to those near the top of the
wage structure, while chipping away at programs and benefits from the bot-
tom up. There results a form of class warfare—a warfare of code words and
indirection—fed by cynical ploys and schemes of diversion. In this way eco-
nomic polarization and political retrogression mutually reinforce each other.

In the United States, the first target of this assault was federal assistance to
the very poor, and particularly to young, single mothers. Conservatives and
their academic allies fueled their assault on welfare with a powerful rhetoric of
welfare reform built on displacement. The frustration generated by a high
burden of transfers, of which very little goes to poor people in practice, was
channeled into resentment of the supposed privileges and supposed depravi-
ties of welfare recipients.”” The resulting anger led to the abolition of AFDC in
1996, along with deep cuts in the eligibility of even legal landed immigrants
for such programs as food stamps and Supplemental Security Income.'

Still another manifestation of the same phenomenon is the drive to man-
date balance—a deficit of zero—in the budget of the U.S. government, a pro-
posal often accompanied by proposals to reduce taxes and make increasing
taxes constitutionally difficult.” If the objective were budget balance per se, it
would make little sense to put an extra barrier in the way of an increase in tax
rates. The inconsistency of joining the two proposals reveals the true purpose,
which is to increase the pressure for cuts in federal government spending.
Since advocates of balancing the budget are usually strong supporters of the
defense budget and since federal interest payments cannot be reduced by fiat,
the effect is to focus this pressure on cuts in transfer spending.

In the initial rounds, the agenda focused on scapegoats on one side (the
poor, immigrants) and on generalized assaults on public spending (the bal-
anced budget amendment). But this moment is past. The debate now centers
openly on the core program of the New Deal social architecture, which was
social security, and on the core accomplishment of the Great Society, which
was Medicare. Led from secure bdastions on Wall Street by investment
bankers,* a campaign against the social security system, in particular, has
moved into the gap left by the successful crusade against welfare.
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The arguments advanced for “reform” of the social security system are, of
course, quite different in kind from those heard against welfare.” One does
not berate the elderly for their lack of work ethic (even though the reduction
of working hours by able-bodied elderly men has been far more dramatic
over the past twenty years than that of young black women). Instead we hear
a financial argument, to the effect that the trust funds from which social se-
curity retirement benefits are paid will be depleted over the next thirty or
forty years. This projection, accompanied by dire warnings of bankruprcy
and crisis, is said to justify either a large reduction in future benefits or else
the transfer of trust fund revenues into mandatory private savings accounts.
In either case, the effect is to privatize what was previously social, to reduce
both present and future transfers, and to cut the support for the elderly poor
to the benefit of the elderly rich.”

These arguments do not, in fact, reflect a consensus of experts or of rep-
utable work on social security.”® But the fact is that they are widely accepted,
because they appeal to an increasing sense of self-interest on the part of influ-
ential communities. This has occurred, I believe, only because for a sufficient
group within the broad middle, the increasing stratification of wages and
salaries, combined with the increasing burden of public and private transfers,
means that there is an increasingly powerful economic incentive to opt out,
to take one’s own pro rata share of the commonweal, and to go it alone.

The heart of the problem lies not with the structure of transfer programs
but with the structure of wages and incomes that both breeds the Transfer
State and makes it unsustainable. It lies in the splitting apart of the middle
class that once dominated the social and psychological landscape in this coun-
try, of the great Middle America that was created by World War II and built
up through the two and a half decades that followed. This great polarization
leads toward the dissociation of the rich, the debt and tax peonage of the mid-
dle, and the seeming intractability of the poor, all of which combine to pro-
duce the vulnerability of our social programs. For this reason, no amount of
debunking, whether of Charles Murray or Peter Peterson, is likely to defuse
the march to demolition of the New Deal. Only a reestablishment of the mid-
dle-class solidarity that supported the New Deal for a generation can do that
and lay the groundwork for widely shared social progress into the future.

To summarize blundly, in rising inequality we long ago cut back on public
universities, mass transit, housing, parks, and the arts. We have now decided
that we cannot afford the poor. But since cutting the poor saves very little
money, it follows that we cannot afford to mainrain both the elderly and the

wealthy at their current levels of income and consumption. Perhaps we could
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afford the elderly, perhaps we could afford the rich, each taken alone as mat-
ters stand. But we cannot afford them both, and we have to choose which set
of transfers to reduce.

Part of the solution is to reduce the burden of private transfers by reducing
the rate of interest. This is a necessary step for many reasons, direct and indi-
rect, which we will explore in detail. And indeed it is a step whose necessity
even the Federal Reserve has recognized on occasion: interest rates and debt
burdens fell in the late 1980s and early 1990s. Reductions in the interest rate
provide short-term relief, for they make paying other bills—especially
taxes—easier, and they ease the federal budget crunch affecting other vital
services. But reducing the private transfer burden on a permanent basis is
more difficult, since it would involve regulating the extension of private
credit, which is a much more difficult proposition. Without this, the prob-
lem would not be solved, for an unregulated reduction of debt burdens is
only an invitation to a greater accumulation of debt.

It is therefore likely that without fundamental reform of the underlying
wage structure the public half of the transfer state will continue to give way.
This is the meaning of past, losing battles for health care reform, of the disas-
trous 1996 battle over welfare, and of the developing battles over Medicare
and social security. One cannot forge the kind of basic agreement on the
terms of a social contract that the survival of social security, Medicare, and
other basic protections requires on the basis of the current American distri-
bution of income and wealth.

The rise of wage and salary inequality is in this way a development that
raises deep questions about the legitimacy of the most prominent social
processes of modern economic life, indeed of the system itself. It forces us to
ask how much we are really prepared to leave to the market. Having placed os-
tensibly private wage and salary decisions on a pedestal, having set them out of
bounds of normal public policy, are we ready to see the results lead to an aban-
donment of the poor? Of the elderly? To the destruction of the middle class?

Sooner or later, fundamental issues will have to be faced. Sooner or later,
we will have to face the choice between gutting the redistributive system or
fixing the distributive problem.

To fix the distributive problem, we must first understand what caused the
rise in wage inequality. Chapters 2 through 4 present a critique of the expla-
nation of rising inequality that has dominated academic discussion in Amer-
ica—an explanation that relates pay to the skills required by new forms of
technology. I argue that inequality is not a result of rising skill differentials,
expressed in the evaluations of a free and efficient market for labor. Rather,
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we are observing a process driven by the interaction of economic policy, eco-
nomic performance, and the existing structures of monopoly power. The
fundamental contribution of technological change lies in the redistribution
of this form of power toward suppliers of knowledge-intensive capital goods.
The contribution of weak and unstable economic performance has been to
deprive everyone else, and in particular workers in consumer goods manufac-
turing and services, of the economic and political power that they would
have needed to counterbalance the new monopolies and so to maintain their
own position.

Chapters 5 through 9, in Part I1, ask what the macroeconomic and policy
forces are that underlie this redistribution of power and the rising inequality
it has produced. These chapters include a systematic look at how the indus-
trial wage structure has changed through time and tests of alternative expla-
nations. To see how the process works, we must rethink how we describe the
economy as a whole. I will show that a reorganization of industrial categories
into three broad groups—knowledge-based capital goods industries, con-
sumer goods producers, and pure services—can help clarify how the wage
structure has evolved. This in turn permits us to see with some precision
what the historical forces buffeting the industrial wage structure in the past
three decades have actually been.

When we examine these forces, we shall find the fingerprints of state pol-
icy. It turns out that the main forces affecting inequality and industrial
change are not mysterious irruptions of gadgetry and changing human rela-
tions. They are, in fact, directly traceable to actions of the government. The
most prominent among these to the naked eye are the redistribution of tax
burdens, governmental hostility to trade unions, and an indifference to pre-
serving the real value of the minimum wage. But we shall find others more
powerful and less visible, in the actions of monetary policy and particularly
in the reliance on monetary policy to battle inflation, whatever the cost to
working people, especially in terms of unemployment.

The thought that state policy caused much of our rising inequality leads to
the idea that state policy might properly be involved in the cure. The direct
approach to wage inequality is to raise the wages and improve the employ-
ment prospects of the comparatively unskilled. The simple view is that soci-
ety can reduce its inequalities by regulating the gains of the rich and the
comparatively successful. The simple view is that the poor can best help
themselves when labor is scarce—when there is sustained and stable full em-
ployment. The simple view is that all of these are proper responsibilities of

government, and a fair action program for unions and political parties. And
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the historical fact is that such steps are what societies interested in greater
equality have always taken. This includes the United States as recently as
1996, when a Republican Congress enacted, and a Democratic president
signed, a long-overdue increase in the minimum wage.

That will lead toward a discussion of the the economic policies required to
bring the inequality crisis to an end. In Chapters 10 through 12, I argue that
the stock issues of the modern American economic policy debate cannot de-
liver cures to economic inequality, and indeed have contributed to the rising
inequality of the past generation. These chapters take on the conservative ap-
proach to inflation (the natural rate of unemployment), the savings-investment
fetishism that preoccupies the center, and also the supply-side policies of re-
search, infrastructure, and education favored by modern liberals.

Once we understand how and why inequality has increased and why the
mainstream debate has failed to do anything effective about it, we can con-
sider some different answers. The final part reviews these alternatives. My
case, in the end, is that reducing inequality requires sustained full employ-
ment, stable and low interest rates, and reasonable price stability. The main
areas demanding reform are monetary and budget policies and international
economic policies. We also need new policies to take the necessary burden of
inflation fighting off the back of the Federal Reserve. Direct actions to raise
substandard wages, through higher minimum wages and more effective labor
organization, are appropriate and not precluded by any valid economic argu-
ment. A return to a national presence in wage setting, with a more equal
structure as the explicit goal of public policy, would be even better.

There is a range of additional steps, including further increases in the min-
imum wage, renewed investment in urban and public amenities, jobs pro-
grams, and universal health care. These measures work. If based on a national
program of sustained full employment, they could form a coherent, sensible,
economic policy agenda. They may be radical actions, by the tame standards
of what now passes for politics in America, and by the defensive agendas on
taxation and welfare that have been even the true progressive’s lot for several
decades. But they are not unprecedented. We have experienced sustained full
employment with reasonably stable prices in living memory; our main need
is not to reinvent but to rediscover the ways and means of this achievement.
In any event, the important point is not whether an action is radical but
whether it is needed.

The approach has to be direct, or it will not work. If the crisis of rising in-
equality results from policies and not from the market, it follows that policy
is needed for the fix. We cannot rely on the market to sort things out, given
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THE SKILL FALLACY

In so far as business ends and methods dominate modern in-
dustry the relationship between the usefulness of the work . . .
and the remuneration of it is remote and uncertain to such a
degree that no attempt at formulating such a relation is worth-

while.

—Thorstein Veblen, The Theory of the Business Enterprise

It was not so very long ago that the subject of income inequality
rarely came up in public policy discussions. The more general
topic of income distribution was also, until recently, a backwater of eco-
nomic research. In 1982, as executive director of the Joint Economic Com-
mittee of the U.S. Congress, I organized hearings on the issue,' at the behest
of the chairman of the committee, Congressman Henry S. Reuss of Wiscon-
sin, a man far ahead of the times on this and many other things.

At our hearings, Professor Edward Budd of Pennsylvania State University
reviewed the then-known facts. Inequality in the distribution of family in-
comes had been rising very slowly, since around 1970. So far as was known,
changing family structure played a role in this development—mainly a rise in
the number of households headed by unattached individuals. Changing
types of income played a role: a rise in capital income, affecting the rich, and
adecline in transfer income, affecting the poor. Among economic factors, the
main one had been a rise in average unemployment between 1970 and 1980.
Professor Budd predicted that the proposed policies of the Reagan adminis-
tration would tend to accelerate developments, increasing inequality still
more. The hearings attracted no attention.

23
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Those 1982 hearings occurred at a turning point. As Professor Budd pre-
dicted, they foreshadowed the largest increases in inequality in fifty years. Yet
it took another half-decade before the larger American academic community
began to take an active interest. It was only in the late 1980s, notably in re-
sponse to the work of Barry Bluestone and Bennett Harrison,” who were
among the first to call the attention of a larger public to the issue, that the
economics profession in America began to become engaged.’ Since then,
writings on the topic of inequality have proliferated. By the mid-1990s sur-
veys were already appearing, two important ones being by Sheldon Danziger
and Peter Gottschalk, distinguished experts on poverty and antipoverty pol-
icy, and by Robert Z. Lawrence of Harvard.*

In the new literature on inequality, the explanations of the early 1980s,
based as they were on common wisdom and policy variables, play very little
role. There is a new consensus, and it focuses on the changing reward to the
acquisition of education and productive talent. Danziger and Gottschalk
summarize the prevailing literature on the rising inequality of earnings by
naming the essential conundrum as economists have seen it, which is to ex-

plain a rising demand for skill:

First, no single cause had an effect that was large enough to account for the ob-
served increase in wage and earnings inequality. . . . Second, only demand-side
factors can explain why employment of skilled workers increased at the same

time that firms had to pay them higher wages.’

The phrase demand side refers to the decisions of business organizations to
change the number and the type of workers they hire. When employment
and wages both increase for a particular sector of the economy, there must
have been an underlying increase in demand in that sector. In this case, the
situation is not quite so straightforward. What we are said to observe is an in-
crease in the relative wages of workers with better educations. That is, work-
ers with good educations are getting paid more, in comparison with workers
who do not have such good educations. This shift in relative pay is known as
a “rise in the rate of return to skill” or “an increase in the skill premium.”
When it occurs in conjunction with a parallel shift in relative employment, it
may be attributed to “a shiftin relative demand.”

The economists Chinhui Juhn, Kevin Murphy, and Brooks Pierce have
conducted perhaps the most detailed study of the change in wage structures
on record so far, a massive pooling of survey data from the annual Current
Population Surveys of the Census Bureau for the years from 1963 forward.

Juhn, Murphy, and Pierce have separated out three distinct patterns of rising
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inequality, of approximately equal importance. One is associated with “expe-
rience”—years in the labor force, a factor whose contribution to inequality
begins to rise around 1970 as older workers gain ground on their junior col-
leagues. The second is associated with years of education. This premium is
cyclical: it rises in the 1960s, actually declines in the 1970s, before rising
sharply in the 1980s. The third is labeled “unobserved skill,” and is a residual
unattributable to any measurable characteristic. The contribution of this
catch-all category to rising inequality also begins in the late 1960s.

Taking the three factors together, we observe the following pattern. First,
through the 1960s, the income distribution remains comparatively stable.
After 1970, the lower half of the wage distribution—those with incomes
below the median, including a disproportionate number of younger workers
(and, of course, female workers)—suddenly begins to lose ground. At the me-
dian or above, things are little changed through the decade. This suggests that
the effect of demand shifts in the 1970s is essentially negative; the major phe-
nomena concern damage to the less skilled and to younger workers rather
than advantages to the most skilled or to older workers as such. It is only in the
1980s that the income distribution becomes unhinged both above and below
the median income; then the relative income of those with higher levels of ed-
ucation begins to rise. It is only in the 1980s, therefore, that one can begin to
speak of the pull on the wage structure of demand for sophisticated new skills.

Overall, income inequality rises comparatively slowly in the 1970s; a
falling education premium partly offsets an increasing premium for experi-
ence and that mysterious third factor, “unobserved” skill. In the 1980s, the
education premium reverses direction and suddenly begins to rise. At this
point all three distinct components of the rise in inequality kick in together,
and the rise in inequality overall correspondingly proceeds at a significantly
more rapid rate.

This is a complex pattern. It indeed suggests that no single, simple, invari-
ant, and relentless force can lie behind the recent history of inequality. In-
stead, we need explanations that can account for the stability of income
distributions before 1970. We need explanations that can account for a gen-
eral effect in favor of older workers and against younger workers in the
1970s. And we need an explanation that can account for the relative losses—
the declining skill premium—of more highly educated workers in the 1970s,
alongside their strong gains after 1980.°

Given the complexity of the pat{érn and the fact that inequality begins to
rise in 1970, it is a bit odd that the main explanations in the academic litera-
ture and the associated policy discussion have been relentlessly, indeed al-
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most exclusively, focused on a single aspect of the phenomenon: the rise in
the rate of return to education or “skill” after 1980. They have substantially
neglected the forces affecting experience and the remaining, unexplained di-
mension of inequality. Although numerous authors have noted the discrep-
ancy, very little has been done to repair it.”

What has caused the most recent rise in the rate of return to skill? Indus-
trial restructuring affecting the type of jobs available? Globalization and the
foreign sourcing of low-skill assembly jobs? No—at least, not according to
the new consensus.”” The new view is that the shift in demand for labor that
underlies rising inequality after 1980 was a positive shift, not a negative one,
and not caused by deindustrialization or by trade. By a process of elimina-
tion, economists have arrived at the conclusion that rechnology did it.
Danziger and Gottschalk summarize:

Technological change which raises the productivity of older and more-educated
workers faster than that of younger and less-educated workers is consistent with
increases in both relative wages and relative employment of more-skilled labor.
If workers with more education are more productive, then firms will hire more

of them in spite of their higher costs. This is exactly what happened.”

This is the conclusion that most professional economists in America who
are concerned with the issue of inequality have now reached. As the Univer-
sity of Michigan economist George Johnson reports, the literature shows
“virtual unanimous agreement that during the 1980s relative demand in-
creased for workers at the high end of the skill distribution and thus caused
their relative wages to rise.”'? The literature observes that when other factors
are controlled for, there has occurred a rise in the incomes of those with
longer and better educations—a rise in the implicit “price of skill.” After
coming up dry in a search for alternative explanations for this shift, technol-
ogy is brought out from within the black box and credited with having been
at the origin of a vast social revolution."”

This wisdom is not implausible on the surface. Consider the automobile
from, say, the 1890s to the 1920s. It created a demand for drivers and me-
chanics, thus increasing the return to the skills associated with the automotive
arts. It also undercut the demand for harness makers, carriage drivers, black-
smiths, veterinarians, and grooms. If the former effect was larger, the automo-
bile was job creating; if not, it was job destroying." If, and only if, the
education required to master the automotive skills exceeded that necessary for
the horse-and-buggy skills they replaced, the new technology was “skill en-

hancing” or “skill biased.” But in the normal definitions of skill, which associ-
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ate skill specifically with formal education, this is normally to be expected.
Training in the fine older crafts (say, blacksmithing or harness making) is nor-
mally devolved over the generations from the formal educational system to the
household or the apprenticeship; it passes from master to trainee outside of
school. Only newer crafts, being by their nature less familiar, require system-
atic instruction. It follows that the rise of the new technologies will increase
the demand for formal education and disproportionately reward those who
have it.

It is equally plausible on the surface that some technological development
in 1980—1Iet’s leave it unspecified for the moment—was like the automobile
after 1890. If so, we need a pattern of technological change that was skill bi-
ased from 1980 onward and remains so, but that was not sufficiently power-
ful in the 1970s to offset the depressing effect of a rapidly rising population
of college graduates on wages.

We might reasonably ask for the evidence of such a particular pattern of
technological change. There is, as it turns out, little direct evidence for any
such pattern.” That is, it is hard to find formal efforts at measurement of
technological change—skill biased or otherwise—whose time pattern might
be compared to movements of inequality. There is no variable labeled “tech-
nological change” in the national income and product statistics, nor is there
any standard estimating technique that isolates the technical from other
forms of economic transformation. Lacking this, there is no direct way to
know whether recent years have seen more technological change, or less, than
earlier decades.

Equally, we have no direct way to know whether it was technological
change or some other factor that drove up the relative pay of more educated
workers after 1980. The degree of “skill bias,” like the rate of technological
change itself, is an inference rather than an observation. We have only the
patterns of price change: a falling skill premium in the 1970s and a rising one
over the following fifteen years. Since an increasing supply of skills can be
measured—or so the literature supposes—by the increasing quantity of
schooling embodied in the labor force, the usual inference is that there must
have been an even greater shift in the relative demand for skill after 1980 to
account for the rising skill premium. Otherwise the skill premium would
have continued ro fall, as it did during the 1970s. But we do not have direct
evidence on what that demand shift consisted of.

To make the connection between demand shifts and technological
change, economists have tended to rely on case studies,'® alongside appeals to
the facts of common knowledge, to establish that we are living in an age of
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technological revolution, in textiles, printing, aerospace, and other areas.
They present such studies and, of course, can point to this or that revolution-
ary development as a sign of our tumultuous times.

But how much can we rely on our perceptions, entirely outside historical
context, on a matter as complex, elusive, and apparently unmeasurable as the
“degree of technological change”? Case studies can be interesting and useful,
yet they cannot serve as reliable guides to issues and questions that are inher-
ently numerical. They cannot tell us that our technological age is more dy-
namic or transformative than previous ones. Nor can they tell whether new
generations of technology actually do require greater increments of skill than
previous generations. Nor can they tell us, in any way that is useful for pur-
poses of comparison, by how much the new technologies increase the de-
mand for skill. To answer such questions, we need independent numerical
measurement of the degree and nature of technological change, and this is
what our economists, on the evidence available to them, cannot provide.

This problem becomes acute when we realize that every generation for two
centuries has produced case studies on the acceleration of technology in their
time."” In our own living memory or nearly so, we have witnessed the dawn of
the automobile age, the ages of radio and television, the jet age, the atomic
age, the space age, the computer age, the information age—to name only the
main ones. Each of these ages was greeted at the time with a sense of profound
wonder. (“What hath God wrought?”) Some changed daily life; others af-
fected the mode of production. Technological change in one form or another
is a never-ending cultural motif, at least in the United States, and every great
technological change creates a class of beneficiaries whose incomes rise as a re-
sult. If new technology always has this effect but is producing huge increases
in inequality throughout the society only now, then there must be something
different about the modern age. Either the nature of technological change
must have changed, or the process must have accelerated.

Surely the claim that there is something more than usually revolutionary
about the most recent developments should be accompanied by systematic,
comparative, historical evidence. By how much did the rate of technological
change accelerate? Alternatively, by how much did technological change itself
change? These questions cry out for quantitative answers, but there are, in
fact, no such answers; there are only anecdote and case study.

The closest that standard economic statistics come to a measurement of
the pace of technological change is the measurement of productivity growth.
Productivity is the ratio of labor inputs to the value of production, usually

measured over the nonfarm business sector. lts growth rate is taken by many
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to measure the progress of economic life. In a very general way, productivity
can be seen as a summary measure of technology writ large, though many
things, including changes in business organization, capacity utilization, and
the composition of output across sectors, can affect productivity growth that
would not be considered matters of production technology in a strict sense.

Even allowing for the loose connection between the concepts, there is an
odd contradiction between the belief that the period after 1980 was one of
especially rapid technological change®® and the established measurement of
productivity growth since 1973. Economists have long argued that the un-
derlying trend rate of productivity growth slowed after 1973, from an annual
average improvement of around 3 percent to less than 2 percent per year, and
even to 1 percent or below by the end of the decade. Nor, by standard mea-
sures, did the rate of productivity growth accelerate again during the 1980s.
Economic research has not been successful in efforts to explain the produc-
tivity slowdown, but it stands in odd counterpoint to the notion that we live
in an age of unprecedented technological marvels.” To compound the puz-
zle, income distribution was more stable before 1970, when productivity
growth was high, than it became after 1970, when productivity growth fell.

Among many others, Danziger and Gottschalk wrestle with this problem.
Like many others, in the end they opt to emphasize the changing nature of
technological change rather than an increasing rate of such change. They at-
tempt to resolve the puzzle by arguing that the new types of technology do
not actually increase productivity on average. Rather, in this view technology
changes only the required proportions of skilled (and expensive) to unskilled
(and increasingly inexpensive, in relative terms) workers. Thus technology
“forces” change in wage structures that reward the skilled few at the expense
of the unskilled many.

This solution lays the emphasis on the question of “skill bias.” A particular
beauty of this solution is that it does not disturb the prevailing orthodox the-
ory of the forces underlying income distribution. Technology works, in this
argument, through its effect on the productivity of individual workers and
through the supply and demand for their skills. Those with the skills appro-
priate for the era are rewarded with rising relative wages. In this way, the
power and the wisdom of the market mechanism, of supply and demand, are
reaffirmed. Equally important, the economist need not fight any tiresome
ideological battles in delivering an explanation of the phenomenon under
study. And although the rise in inequality may be regrettable, no uncomfort-
able questions about its necessity need be raised. It is therefore not surprising
that interpretations along these lines have caught on. Nor is it any surprise
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that they have proved popular with leading sectors of opinion, including po-
litical leaders, the press, and even the leadership of the technology sectors.

The idea of skill-biased change that does not raise productivity on average
leaves some big questions unanswered. Why would business firms adopt new
technologies if they actually took this form? The theory seems to imply that
under these conditions, businesses have the option of getting the same results
by continuing to employ unskilled workers using older technologies at newly
lowered wages. So long as wages adjust to reflect the value of marginal prod-
ucts, why do firms adopt the new technologies with such enthusiasm? Even
more troubling, why should (and why does) society as a whole tolerate tech-
nological change that merely creates inequality without raising even the aver-
age standard of living? I have not seen any effort by partisans of this approach
to come to grips with either of these intriguing questions.

Problems of this kind have, on the other hand, prompted some researchers
to take up the possibility that the paradox is an illusion, because average pro-
ductivity growth has been radically undermeasured. In other words, given an
apparent conflict between an inference based on theory and the evidence,
they would reconcile the two by changing the data. Given that rapidly rising
skill premiums imply skill-biased technological change, so the logic runs, the
observation that measured productivity growth remains stagnant must be in
error. It is true that problems with the measurement of productivity growth
have been raised by critics for many years; they have to do with the measure-
ment of price change in advanced manufacturing sectors, among other is-
sues.”” But unfortunately for this line of reasoning, the problems go back well
before 1980—indeed all the way to the original turning point in the produc-
tivity series in 1973. So the proposition that unmeasured components of
productivity growth suddenly turned up in and after 1980—but not be-
fore—remains an inference in search of evidence.

We are left with little to go on except the possibility that there was some
particular technological change, beginning in 1980, that brusquely over-
turned both the established order of production and the measurement of
productivity. Such a thing would, by its nature, elude caprure in statistical
measures; one would simply have to “know” about it by some other observa-
tional method. To focus the issue in this way actually reduces the apparent
burden of evidence, since it becomes necessary only to identify a particular
change in the direction of technological innovation, a particular type of new
technology, that happens to possess the appropriate “skill-biasing™ property

and that makes its appearance at the appropriate moment in time. Thus, a
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quantitative dilemma becomes a qualitative one—provided the qualitative
change is sufficiently dramatic to be convincing,.

What can change the productivity of an individual worker, in whatever in-
dustry he or she may be found? The ageless answer is, the use of tools. The
use of a tool, necessarily associated with the acquisition of a skill, is at the
heart of human productivity from this point of view. The question then be-
comes: Is there a tool, or a group of tools, that might account in practice for a
widening in the dispersion of human productivities across the spectrum of
industrial and service activities and through an increase in the dispersion of
productivities to an increase in the dispersion of pay?

This is the logic that leads us on to the computer. For, as it turns out, there
is a particular technology that emerges around 1980, one that peculiarly and
uniquely transforms the work environment of comparatively educated work-
ers. Nonexistent in the preceding decade, the desktop personal computer is
the quintessential device of the 1980s. It is the emblem of that time—the au-
tomobile, radio, and television of that age. It is a tool, and of a particular sort:
a tool for information workers, for symbolic analysts, for typists and accoun-
tants and office managers, as well as writers and artists and publishers. In
other words, computers are a tool for the educated person.

Studies of the relationship between computer use and pay have found a
strong and significant statistical association between the two.? On this mat-
ter, evidence and theory thus apparently coincide. And in this way, an idea
about the deepest source of rising inequality has crept into a prominent, if
not unchallenged, position in our culture. It runs as follows. First, the use of
computers requires skill. Second, the skill associated with computer use must
be learned, and is more easily learned by people with better educations.
Third, therefore, the addition of computers to the tool kit of more educated
people is a catalytic factor raising the relative worth of skill in the labor mar-
ket, an increase that begins by most measures no earlier than 1979.

Computers are certainly the most conspicuous new tool in the American
workplace. They are undeniably useful. They are a convenience. Employees
like them, and, no doubt, people with higher levels of formal education gen-
erally tend to like them more. Computers boost the productivity of writers,
accountants, secretaries, actuaries, and graphical artists. One presumes they
have little effect on the labor of ditchdiggers, seamstresses, and gardeners.
And personal computers came in at about the right time, or so it seems at
first glance. h
But although it is certainly tempting to move from the statistical associa-
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tion to the marginal-productivity explanation, the question cannot in fact be
settled quite so easily.

Even remaining within the framework of competitive labor markets, the
hypothesis linking the spread of computers to the rise of pay for educated
workers after 1980 neglects a basic question, to which, so far as I know, econ-
omists have devoted almost no systematic research. What exactly are the ac-
quired skills, the educationally derived bits of human capital, whose
productivity the use of computers is supposed to enhance? How exactly is
computerization connected to the enhancement of skill? The answer cannot
be that computers themselves are difficult machines, whose use requires an
exceptional depth and breadth of training, which is then rewarded in the
labor marker. Computer users (as distinct from programmers) are not like
early auto mechanics or early chauffeurs. Computer skills are easy to learn.
Millions do it at home. Small children work on computers. Secretaries who
type for a living type more easily on a computer. Accountants keep books,
and clerks maintain files, more easily on a computer. Typesetting is easier on
computers. Computers don’t make things hard; they make things easy. The
fact that e-mail is evidently the most highly rewarded of particular computer
“skills"—an interesting finding of the econometrics—should perhaps suggest
that computer skill per se is not exactly what well-paid computer users are
being paid for.

Rather, the idea appears to be that computers extend the productivity of
the underlying intellectual talent. Thus, they make typists faster, writers
more vivid, artists more accessible, bookkeepers more accurate, and so on.
The wages of typists with computers therefore rise relative to typists without
them. Similarly, writers, accountants, artists, and editors armed with com-
puters come to outcompete those without them. Thus, within each intellec-
tual profession, a split develops between the computer haves and the
computer have-nots. Pay of the former goes up, while that of the latter de-
clines: skill-biased technological change.

There is undeniably in our culture a kind of cargo cult surrounding these
alleged powers of the computer. It is a cult greatly abetted by the marketing
of the industry itself, including a massive placement of computers in the
schools. But does the use of computers for typing, graphical draftsmanship,
calculation, and bookkeeping really require more “skill” in the abstract than
these occupations in their noncomputerized forms? Does it really raise the
value of such skills where they already exist? Common sense and personal ex-
perience suggest something different. Computers make many of these tal-

ents, which are more than routinely difficult o acquire and which, unlike
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blacksmithing and harness making, have remained to a substantial degree in-
side the formal education system, quite redundant. To the extent they do so,
computers therefore reduce, rather than enhance, the aggregate skill level re-
quired for the performance of certain tasks. They have, in effect, reduced the
value of older educations relative to newer ones, and made certain short and
casual educations (in particular software packages, for instance) into reason-
able substitutes for longer and more arduous ones.

Computers, of course, increase the average productivity of those who use
them. The checkout clerk can clear more customers, the typist can produce
more letters, with a computer than without one. But this bears no theoretical
relationship to the wage and is not the argument that advocates of “skill bias”
are making. In competitive theory, a worker’s wage depends not on the
amount of raw product that he or she can loosely supervise, but on the degree
of difficulty in replacing that worker for that purpose. It depends on the
amount of skill the job requires and must be paid for. Skill, in turn, is mea-
sured by the degree of difficulty involved in acquiring it in the first place. [z is
the marginal product of the investment in skill that counts. A rotally de-skilled
job may be part of a highly productive system without being well paid, and
many are. Not many years ago, to pursue the example, checkout clerks rou-
tinely made change in their heads. This particular skill became redundant
with electronic cash registers—another type of computer. The pay of check-
out clerks did not improve.

This line of argument implies that the case of true “skill bias” in the effect
of computers on pay is much more limited than we might at first imagine.
True, there must be some cases. Economists of my own generation are per-
haps an example. Trained as we were on cumbersome mainframe computers
in the 1970s, we find that the personal computer enhances our skills quite di-
rectly, by making calculations and statistical work of all kinds faster and more
accessible than ever before. We therefore do work of a kind and in quantities
that otherwise we would not attempt. Personal computers in this way have
valorized our educations. But such are fringe cases. It does not seem sensible
to explain the fact (if it is a fact) that a checkout clerk in a computerized retail
store makes more money than one in an old-fashioned small business, in a
similar way, for in fact neither job requires significant skills. Nor can comput-
erization explain the increase in the inequality of pay between, say, noncom-
puterized economists and computerized checkout clerks. Yet there is no
doubr this type of inequality has also increased.

There are other problems with the attribution of rising inequality to com-
puterization. Just as computerization and productivity growth are ill associ-
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ated on average, the observed patterns cannot explain the observed pattern of
changing wage differentials in relation to changes in measured productivity
growth across manufacturing sectors. If pay were tied to the average produc-
tivity of a sector, we would expect to find relative pay rising in sectors with
higher productivity growth. But if we examine the acceleration of rising in-
equality in the early 1980s, we find that it is blue-collar production workers—
less skilled males in heavy manufacturing, for the most part—who suffered
the largest relative wage losses at that time.”> And yet measured productivity
growth was higher throughout this period in the blue-collar manufacturing
sectors than elsewhere in the economy, despite the fact that computerization
was much less widespread in this sector. We are left—again—with the possi-
bility that the relationship between pay and computerization does not run
through a measurable connection to a changing value of output. If so, then
whatever relationship exists between computers and pay exists not because
computers have transformed those (comparatively well-educated souls) who
use them into vastly more productive people, but for other reasons.

The most important and decisive difficulty in the computer story is the
question of timing. For while the timing of the great rise in skill premiums
and the introduction of personal computers seems fortuitously close, a closer
examination reveals that the latter followed the former and therefore cannot
have caused it.

Inequalities in family income and in individual earnings continued to rise
through the 1980s. Yet the rise of hourly wage rate inequality actually ap-
pears to have peaked out as early as 1984.” All of the research on the increase
in inequality by education levels is agreed, moreover, that the premiums to
“education” or “skill” began rising in 1979 and reached a preliminary peak in
1985 or 1986. And all researchers agree in principle that if technological
change affects the wage structure in any way, the effect must operate through
changes in hourly wage rates. Changes in nonwage income and family struc-
tures, which apparently continue to raise overall inequality after 1984, are
not plausibly connected to marginal productivity—based explanations such as
“skill-biased technological change.”

The invention of the personal computer dates to 1971. The diffusion of
these machines, however, came much later. In fiscal year 1980 Apple sold just
78,000 Apple I Computers, to hobbyists for the most part.”” The IBM per-
sonal computer, aimed at a business market, was introduced in 1981. But
1982 was a recession year, and business investment of all kinds was extremely
low. By 1983 there were just over 1 million personal computers installed in

industry, still a quite small number; there were also just over 400,000 larger
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computer systems. Business investment in computers began in earnest with
the recovery that year and the boom of 1984, coupled with the introduction
of the IBM AT, a computer based on the 80286 processor.*

By 1985 the installed computer base had reached over 5 million for PCs
and over 600,000 for business computer systems; the overwhelming majority
of these systems were less than two years old. Retail sales of personal comput-
ers, including sales to households, reached 3 million only in 1987 and accel-
erated by less than half a million units per year until the early 1990s, when
the pace picked up, reaching almost 6 million in 1993 and over 8 million in
1995. Retail sales of VCRs were larger than those of computers until 1988,
and computers caught up with televisions only in 1994.7

Thus, the actual diffusion of computers occurred affer the rise in skill or
education premiums.” Indeed, it occurred for the most part during a time
when hourly wage rates were no longer growing more unequal. Computeri-
zation also cannot account for any other part of the general rise in inequality
that begins in 1970—more than a decade before personal computers reached
American desktops.

Thus, the computer revolution explanation of rising inequality is deeply
questionable on at least five counts. It offers no very coherent account of the
precise mechanism whereby tools and education interact to produce higher
marginal productivities in the information age. It can't account for the distri-
bution of rising inequality across sectors, contrary to relative productivity
movements, that apparently occurred in the early 1980s. It cannot account
for rising premiums to experience and to unobserved characteristics, begin-
ning in the early 1970s. It can’t account for rising skill premiums in the early
1980s, before personal computers came on the scene in the middle years of
the decade; no one suggests that the previous diffusion of mainframe com-
puters had similar effects. It cannot account for the stabilization of relative
hourly wages after 1984, a part of the story to which we shall return.

These considerations—surface implausibility, mismatch of sectors, mis-
match of timing—surely dictate rejection of the computer as the great engine
of inequality. If anything, the relationship between computers and pay is a
case of causation running from pay to computerization, rather than the other
way around. In the next chapter, we shall return to this alternative, which is
fundamentally bound up in an explanation of pay that is not rooted in com-
petitive labor markets or marginal productivities.

So if computers are not a pervasive agent of skill bias in technological
change, does any such agent exist? As doubts about the computer hypothesis
have multiplied, economists have been broadening their notion of what
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should be counted as technological change.”” But as they move away from a
specific technology and a specific type of technological change, they also lose
the intuitive linkage to the conceprt of “skill bias” and the little bit of empiri-
cal evidence that exists linking particular technologies to pay. The center of
gravity in the debate moves back toward the quicksand of pure inference.
Observing a rising skill differential, it concludes that skill-biased technologi-
cal change must have been the cause. There is no other reason than that this
label fits the observation and the model of a purely competitive labor market, in
a way that no other concept can.

Thorstein Veblen, the great turn-of-the-century economist, deplored the
habit he observed in the economics of that day of simply assigning labels to
things one does not understand. Veblen called the wage doctrine of his time
“monocotyledonous”—having only one seed leaf—meaning that it sub-
sumed everything into a single idea, a “metaphysics of normality and control-
ling principle.” One hundred years later, we have not escaped the problem
Veblen identified. On the matter of wages, economics still insists that a crite-
rion of valuation related to product must be applied in all important cases.
The possibility that something else might be predominantly at work is ex-
cluded not on the ground of evidence, but because it is too horrible to con-
template. After all, if demand for skill cannot account for the rise in
inequality we observe, it might not be justified. What, then, would we tell
the children?

In the next chapter, we will explore a different view of the wage distribu-
tion. We will cut free from the strained and implausible ground of the
supply-and-demand, competitive labor market model with its precommit-
ment to the skill fallacy. We shall instead explore the interaction of technol-
ogy, monopoly power, and macroeconomic performance in a worldview that
is decidedly horrible to contemplate. But it does have the virtue of being
clear, coherent, and—as we shall see through much of the rest of the book—
useful in giving structure to the evidence of the historical record.
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MONOPOLY POWER

In capitalist reality as distinct from its textbook picture, it is
not that kind of competition which counts but the competi-
tion from the new commodity, the new technology, the new
source of supply, the new type of organization (the largest-
scale unit of control for instance)—competition which com-
mands a decisive cost or quality advantage and which strikes
not at the margins of the profits and the outputs of the existing
firms but at their foundations and their very lives. This kind of
competition is as much more effective than the other as a

bombardment is in comparison with forcing a door.

—Joseph A. Schumpeter, Capitalism, Socialism and Democracy

Must we see everything through the delusory prism of the
competitive model? Are we really so satisfied with the effi-
ciency of markets? Are we so committed to the framework of marginal pro-
ductivity and its implicit claim, made explicit in so much textbook
propaganda, that the distribution of income is legitimated by market forces?!
Are we prepared to rule the issues of power, monopoly, and financial control
off the table when we discuss the way incomes are apportioned inside the
United States? Are we prepared to disregard the many variants of imperial-
ism, colonialism, neocolonialism, and bully-boy behavior, including debt
crises, corruption, and capital flight, when we discuss international dispari-
ties in the income distribution? We impoverish the analysis when we do so.
We weaken the credibility of the case. And we undermine the correspon-
dence between theory and fact.
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Adam Smith would have been surprised to see monopoly power left out of
the search for causes of rising inequality. Smith was greatly concerned with
this topic, and wrote about it with a clarity that would serve us well today. In-
deed the idea that governments foster inequality, through their sponsorship of
monopoly power, is in fact Smith’s own idea. It is the cornerstone of his at-
tack on mercantilist trade policies, crown monopolies, licensing, and the
other surviving institutions of Elizabethan economics that is at the core of
Wealth of Nations, published in the same year as the American Declaration of
Independence, itself “dedicated to the proposition that all men are created
equal,” as Lincoln would put it eighty-seven years later. The idea that equal-
ity and monopoly—whether of economic or political power—were hostile,
irreconcilable forces was a foundation stone of economics in Smith’s day.

In Book I, Chaprer X, of Wealth of Nations, Smith first treats the sources of
wage inequality that arise in the context of natural liberty:

The five following are the principal circumstances which, so far as I have been
able to observe, make up for a small pecuniary gain in some employments, and
counterbalance a great one in others: first, the agreeableness or disagreeableness
of the employments themselves; secondly, the easiness and cheapness, or the
difficulty and expence of learning them; thirdly, the constancy or inconstancy
of employment in them; fourthly, the small or great trust which must be re-
posed in those who exercise them; and fifthly, the probability or improbabilicy

of success in them.

But these, Smith writes, are not the major sources of inequality actually exist-
ing in the world. To the contrary,

the policy of Europe, by not leaving things at perfect liberty, occasions other in-
equalities of much greater importance. It does this chiefly in three ways. First,
by restraining the competition in some employments to a smaller number than
would otherwise be disposed to enter into them; secondly, by increasing it in
others beyond what it would naturally be; and, thirdly, by obstructing the free
circulation of labour and stock [capital], both from employment to employ-

ment and from place to place.
With this result:

It frequently happens that while high wages are given to workmen in one man-
ufacture, those in another are obliged to content themselves with bare subsis

tence.’

Smith, in a word, blames governments for causing excessive inequality of
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wages. Governments did this, in Smith’s view, by restricting the free move-
ments of capital and labor and by distributing privileges to the rich and fa-
vored at the expense of the poor—in other words, by fostering monopoly
power. The prime beneficiaries were members of the class of merchants and
manufacturers, as well as craftsmen and tradespeople, who (Smith also
wrote) “seldom meet together, even for merriment and diversion, but the
conversation ends in a conspiracy against the public, or in some contrivance
to raise prices.” But the winners also included the laborers in the favored sec-
tors, who come to enjoy high wages while those in disfavored sectors “are
obliged to content themselves with mere subsistence.”

Monopoly power is the power to set prices higher than marginal produc-
tion cost. It is therefore the power to earn a positive economic profit—a
profit higher than the rate of interest on the loans that finance business activ-
ity. Classical monopolies enjoyed this power by the law. As sole legal suppli-
ers of such items as salt, tobacco, and spices, they could restrict sales and raise
prices without fear of being undercut by upstart rivals. In the nineteenth cen-
tury, large private monopolies emerged, in oil and elsewhere, through control
by private trusts of key natural resources, in formal terms more or less inde-
pendent of government. More recently, we have become aware of “natural
monopolies,” which arise in network industries like communications, elec-
tric power, and the airlines, owing to the fact that larger networks enjoy unit
cost advantages over smaller ones and therefore can offer their services at
lower prices as they expand, until a single network or just a small number of
them come to dominate an entire industry.

Adam Smith had little concept of the kind of monopolies most prominent
in our own day, which are those associated with the rise of new industries and
fueled by the development of new technologies. Such monopolies arise be-
cause the new, so long as it is new, is usually unique. The production of nov-
elty, when it succeeds, is the creation of a small sphere of monopoly power.
So long as the novel product remains unique, it can be priced well above the
cost of production. Indeed the price can often be adjusted—for example, by
starting high and then cutting prices over time—to extract nearly the largest
sum each customer is willing to pay. In this way, the producer earns a mo-
nopoly profit. Thus technological development has become the dynamic
form of monopolism and, as we shall see, the dominant form of monopolism
in the modern American economy.

The modern economy affords numerous paths to monopoly. All the older
paths, such as government protection, mergers, increasing returns to scale,
network economies, and war profits, remain open. Still, in today’s world,
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technology appears to be not only the dominant and most spectacular path-
way toward exceptional riches in the industrial sphere, bur also the one most
strongly aligned with government policy itself. Technological monopolists be-
come politically powerful, and they lay claim to a legitimacy other forms of
monopolism do not enjoy, in a society where technology has a strong hold on
the popular and political imagination, so that the technologist can claim spe-
cial favors from the government (for example, development subsidies or trade
protection) or else win the patronage of a technologically oriented military.

It is true that the tendency for monopolies of this kind to emerge is inher-
ent in the advance of science and technology. Although often allied with the
state, technological monopolies are not created by arbitrary power. It is true
that they work only when they meet a bona-fide need, providing a product or
service more cheaply or quickly or better than was possible before. It is also
true that technological monopolies are unstable: here this year, they may be
gone the next. Finally, it is true that such monopolies arise only after the ex-
penditure of large sums on research and development; the fact that price ex-
ceeds marginal cost does not guarantee that there will be a positive
profit—only that the profit will be higher than it could have been under
competitive conditions.

The word monopoly (like trust, cartel, and some others) is a fighting word
in American economic history, redolent of the age of class struggle and the
simple taxonomies pitting “capital” against “labor.” But the point here is not
to make an ethical case against technology or against monopoly power in the
technology sector. The point is only that technological enterprises are mo-
nopolies, so long as they last. As such, they enrich the few at the expense of
the many. And when they can do this with too great a success, there is a prob-
lem. Finally, in taking from Smith the thought that we should look to the
“policy of Europe,” or in our case the “policy of America,” to explain the rise
of this form of monopolism, we are at least a step ahead of the Panglossian
view (“we live in the best of all possible worlds”) to which Smith, like his
friend Voltaire, did not subscribe.

The great theory on the relationship between technological change and
monopoly power is that of the midcentury economist Joseph Alois Schum-
peter. For Schumpeter, technology is first and foremost a weapon of struggle.
Companies invest in research and development not to become famous, to
win prizes, or to benefit humanity but to become rich. They do this by devel-
oping new products and thereby stealing markets away from their rivals. The

stealing of a market is the construction of a monopoly, for it permits pricing
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above marginal cost and profit above the rate of interest. Thus for Schum-
peter, to achieve or to retain monopoly power is the central objective of the
business firm, and new technology is the main instrument to that end.

There is a vast difference between this Schumpeterian use of the word
competition, which closely corresponds to the use of the word in ordinary
business life, and the meaning of the term in textbook economics. The text-
book sense of the word competition requires large numbers of firms, all of
which are essentially identical: they produce an identical product, face the
same cost curves, and sell to the same market demand. As technologies
change, these textbook competitors passively absorb the new developments
in the same way and at the same rate, all therefore producing each product by
identically evolving means. Hence, faced with an identical selection of work-
ers, they make identical labor-pricing decisions and pay each worker just the
value of his or her output at the margin.

Pure competition in that sense hardly exists in the real world, and Schum-
peter derided efforts to base analytical economics on this idea. Instead, and
especially in manufacturing, competition is the search for uniqueness, and
competition for uniqueness is competition to establish a monopolistic posi-
tion. The important thing is not to make the same decision as everyone else,
but to do something different—to be distinctive, to break down the existing
market structures, to take over the niches and the fiefs of other firms. In some
cases, this can be done by advertising, packaging, product differentiation, the
location of a retail outlet, and other quotidian means. But none of these
compare, in force and effectiveness, to successful technological change.

In the modern search and struggle for market power, technology s the
paramount weapon. Devices such as advertising and product differentiation
can protect or enhance market power, but they can hardly eliminate a deter-
mined and entrenched rival. Technological development, on the other hand,
creates monopoly power. When Microsoft wins an operating system war, the
whole world uses Windows—but only one company makes money on it.
Thus from society’s point of view, the essential form of competition—the
one that effects social change and income distribution, that gives each gener-
ation its nouveaux riche—is the brutal displacement of the obsolescent by the
novel. If and when successful, the innovator becomes a monopolist—for as
long as his wits, patent protections, political lobbying, and power can persist.

Monopolies and monopoly power are actually necessary for technological
development. In the textbook modelof a competitive economy, competition
ensures that profits are small to nonexistent. Correspondingly, there is no
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money in the model to finance the development of new technologies. Tech-
nology is supposed merely to happen; it descends like the general rain of
heaven or a singing child in the Magic Flute. There are no designers, no engi-
neers, no Bell Laboratories or Xerox PARC:s in this model, for there is no
money in the private sector to pay for any such things. Histories of technol-
ogy that attempt to correspond to a competitive-model view of the world
must be essentially accounts of the lone genius, building light bulbs and wax
cylinders from collections of household odds and ends.

As Schumpeter wrote, technology is not in fact something that descends
gently on the modern corporation from the outside. Technological change
cannot be treated as something caused externally by the advance of pure
knowledge and human understanding. It is, rather, the product that technol-
ogy corporations produce. It is integral to their search for riches, the fabric of
their business life. Inventions don’t just happen; they are created, and for the
express purpose of making money. Technological development is indeed the
central internal process of capitalist change and social transformation. Said
Schumpeter:

Was not the observed performance due to that stream of inventions that revolu-
tionized the technique of production rather than to the businessman’s hunt for
profits? The answer is in the negative. The carrying into effect of those novelties

was of the essence of that hunt.

Monopoly rather than competition is the world in which this sort of busi-
nessperson lives. At any moment of time, the object of the game is to reap the
largest possible monopoly profit from the existing situation. The fact that the
grip on monopoly is unstable does not restore the pricing principles of per-
fect competition. Nor does the fact that huge fixed research and development
costs render positive profits at the end of the day uncertain change the analyt-
ics. Win or lose, monopoly is what the game is about.

Technology firms are substantially and predominantly producers of capi-
tal and durable goods. The essence of technological development is the cre-
ation of new machines. Such machines are created in a continuous process of
design and refinement, but they are purchased in waves, in the great ebb and
flow of business capital investment. The rhythm of the business cycle is thus
tied closely to the peformance of technology-producing firms. Such compa-
nies do especially well in the early, investment-driven stages of economic ex-
pansion. Later, as investment slows, they encounter more difficult times.
When the recession hits, they are temporarily idled. But when the recovery

starts, as eventually it always does, they go back to work, first and foremost
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building new machines for new factories to supply the consumer markets
that are certain soon to begin expanding once again.

Technology-producing industries sell to technology-consuming indus-
tries, which use new technologies to install factories and produce consumer
goods. The unit sales of these complex products may be very low: the world
demand for new passenger jet aircraft, for instance, may be only a few dozen
units a month. But technology users serve a vast market, making use not only
of the newest equipment but also of all surviving equipment that was ever
produced in the past. Some consumer goods industries are highly dynamic,
constantly renewing their plant and struggling to update their offerings to
the public (consumer electronics is an example). Others are quite traditional,
much less affected by the major new technologies of the age (home building
is a major example).

Consumer goods producers rarely achieve the full monopolistic advantage
of technology suppliers, for they cannot afford to abandon older production
lines and methods, as technology producers routinely do. Consumer goods
producers therefore typically coexist with their competitors, advancing to
new technologies through waves of expansion and investment that often pro-
ceed for decades without changing by very much the relative size, market
share, or distinctive product characteristics of the competing firms. Core-
spective stability is the overriding goal of the giant producers of consumers’
goods; it is a goal that they often achieve, though on occasion they do not.

If technology is an important force in the shaping of modern monopolies,
it follows by logical necessity that it must be an inequality-increasing force on
the distribution of income. But the technological monopoly is different from
other forms, in that the necessity of sustaining one’s position over time im-
poses the requirement of continuous investment in research, development,
design, and engineering, and this raises the question of in whose hands ex-
actly this form of monopoly power ultimately resides. Indeed, monopolies
based on technological advantage differ in important ways from those based
on raw political power or massive economies of scale. Particularly, the ele-
ment of monopoly power conveyed by technology is inherently fleeting. Cre-
ative destruction is a weapon, but it is also an ever-present threat; someone
else may be just around the bend. The technological monopolist cannot be-
come complacent; the search is forever ongoing for the next edge. The lease
on monopoly must be continually renewed, and the struggle to do so be-
comes a consuming feature of the téchnomonopolistic life.

This situation conveys a unique and ultimate power on at least some of
the workers in the technomonopolists’ employ. The designers, engineers, in-
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dispensable managers, and skilled production workers have to be kept happy
and hard at work, which means they have to be given, in effect, a share of the
monopolistic returns. But ordinary production workers must also be treated
with some compunction, since they can, in some situations, upset the work
of the firm and cause lasting damage to its prospects. An unstable monopoly
needs excellent working conditions for reasons that do not apply to network
or resource or scale monopolists, and that need not apply either in the oli-
gopolistic world of large consumer firms.

In this way, we should expect that the revenues of the technological mo-
nopolists make their way into the wage and salary streams of this sector. This
phenomenon is strongly consistent with the idea that parr of the pay workers
earn reflects the imperfectly competitive nature of the industries in which
they work, a part known as “industry-specific labor rents” in the literature of
labor economics. That idea simply states that industries tend to share the
monopolistic element in their earnings with their workforces so as to pro-
mote stability, loyalty, low turnover, and labor peace. The “efficiency wage” is
a concept that economists have used to describe the payment of wages higher
than competitive rates in return for performance at higher than competitive
levels. Such wages will be a feature of those parts of the economy where
workers enjoy de facto power over the fate of the firm.

Firms in the sectors mass-producing consumer goods are, of course, no
more perfect competitors in the textbook sense than are technology produc-
ers. But they deviate from the textbook model in a different way. Externally,
they are corespective; their pricing and product decisions are strongly, if im-
plicitly, coordinated with those with whom they share the market. Internally
here, capital rules, not labor and not knowledge or skill. The machinery sets
the division of labor and the pace of production, and determines to a great
degree (if not totally) the quality of the final product. Here the manager and
the supervisor can regulate in fine detail what each worker does at each
minute of the workday. Thus, the leverage of the worker here is not individ-
ual, not an intangible combination of ingenuity, energy, ability, and morale.
It is rather collective: the organized power of workers generally, within the
firm and in society at large, determines how the rents will be shared out.

Professional economists have not been blind to the existence of imperfect
competition in its myriad forms. There are many studies of the effect of
unions, monopolies, oligopolies, winner-take-all situations, and the mini-
mum wage. Some of these have raised fundamental questions about whether
labor markets can be described in terms of competitive supply and demand.

There has been considerable attention to the broad phenomenon of “labor
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rents” earned in some industries, which eventually flow in part to workers in
those industries and account for a significant proportion of their pay.*

What has been missing from the economic research, for the most part, has
been an analysis of change in the patterns of monopoly power. A world in
which the prime form of monopoly is novelty, that is, technologically driven,
monopolism is bound to be unstable. Given an unstable balance between
technology producers and technology consumers, the relative strength of
such powers will vary with time, as the relative strengths of firms, industries,
and economic institutions in the broad sense change. This point, simple as it
seems and is, remains substantially unexplored in the literature’ and repre-
sents the major point of departure of this book.

Why a discipline with a lively sense of monopoly in its static analysis has
failed to extend that perception to the body of research concerned with the
evolution of income inequality remains slightly mysterious. Perhaps the pres-
ence of so many firms working so hard in the technology sector, and of so
many losers alongside the handful of winners, has lulled observers into think-
ing of them as competitive rather than “monopolistic.” Perhaps the fact that
some workers grow well-to-do under the system makes it seem unlike mo-
nopoly capitalism, and especially unlike the vicious monopolistic capitalism
of Marxian and post-Marxian critics. Perhaps. I offer a simpler explanation:
economics possesses a coherent dynamics of models based on competitive as-
sumptions, but none that can easily be applied to a monopolistic sector.
From the assumption that pay tracks marginal productivity, it is a short step
to argue that when marginal productivity rises, so will relative pay. Given
this, when the observed structure of relative pay changes, it follows that the
unobserved structure of relative productivities must have changed; the re-
maining task is merely to find out why.

In the literature, and in the particular body of research that attempts to link
technological change to income inequality, the dynamics of technology have
therefore been treated with competitive rather than monopolistic tools. There
is no discussion of the social origins of technological change, or any explana-
tion of why the nature of such change became “skill biased” in the 1980s
where it had not been so before. According to this analysis, the computer
merely arrived. Why did businesses buy them, thereby obliging themselves to
hire more expensive workers, for no evident gain in productivity or profits?
The explanation is silent. It is as though the employees themselves went out
and bought the computers, broughtthem to work and set them up on their
desks, raised their relative output compared to those workers not so far-
sighted, and then demanded and got a redistribution of relative pay. This may
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work in an economics department, and so may sound plausible to an econom-
ics professor. It is not a theory with wide application to the business world.

Once the competitive assumption is dropped, on the other hand, the the-
oretical relationship between skill and pay tends to disappear. We then be-
come free to investigate alternative ways of explaining how the undoubred,
empirically visible relationship between education levels and pay might have
evolved. Can the rising education premium be explained by shifting struc-
tures of monopolistic power?

Some simple examples show how this could happen in principle. Suppose,
for example, that a political act of deregulation makes truck driving more
competitive. Truck drivers’ wages would fall. If a decline of tariffs and non-
tariff barriers opens up the free import of cheap apparel, shirtmakers” wages
might fall. Here the relationship between earning and education is not spuri-
ous. From a purely personal standpoint, it is more important, after such
changes, to “get a good education”—because with increasing inequality, edu-
cation becomes an increasingly valuable means of escape from the afflicted
sectors. But there is nothing in the changed politics of the situation that is
connected to the less educated character of the workers themselves or to the
work they do. A truck driver remains a truck driver, and a shirtmaker contin-
ues making shirts, exactly as before deregulation or trade liberalization. Only
the pay is less.®

In an economy saturated by a structure of monopolies, a change in the rel-
ative market power of skilled and less skilled workers can occur for reasons not
connected in any direct way to political decisions. A recent study found that
oil price changes have significant differential effects on average wages across
industrial sectors, so that increases in the oil price are associated with relative
gains for skilled workers and relative losses for the unskilled.” Since an increase
in oil prices happens over a very short period of time—a matter of days, typi-
cally—this is clearly not a technological change in the usual sense. Rather it
represents the choices taken by firms to allocate the squeeze on their cash flow
occasioned by the rise in price of an important input, in such a way that a dis-
proportionate share of the burden falls on less skilled, less powerful, more
readily expendable workers. Here the monopoly power of workers more
highly placed existed before the change in resource prices; it served, in part, to
protect those workers from serving on the front line as shock absorbers.

When changes such as these are run through an analysis that has been con-
structed from the beginning to be blind to the presence of monopoly power,
these kinds of changes would, and do, show up in the data as “skill-biased

technological change.” Skill bias is thus a phrase that can account, with per-
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fect plausibility but equally perfect meaninglessness, for many different phe-
nomena—not merely those that are intimately tied to the productivity of par-
ticular types of work, but also reversible price and regulatory and
instititutional changes that no one would ordinarily describe as being “tech-
nological.” This is true because the marginal productivity pricing principle
presupposes that these market imperfections don’t exist in the first place; they
are ruled out of the model from the beginning,

The virtue of the competitive assumption is that it is simple. The main
difficulty of introducing noncompetitive explanations is the complexity of
the analysis that must follow. Monopoly is diverse: it may be political, tech-
nological, or organizational. It may be based on novelty or networks or scale
or rights of ownership. It may be legal or illegal; it may derive its strength
from a guild or a union or a mafia. To figure out which of these forces is at
work at any moment and their comparative strength is difficult enough. To
figure out how they have played out through time, and in what relative pro-
portions, is a significant analytical problem.

Still, in principle, noncompetitive explanations can resolve some other-
wise baffling issues quite easily. Consider the question of computers and pay.
In an imperfectly competitive world, within firms, among office workers, the
provision of fast and efficient computer tools is a device for rewarding the
most capable and reliable staff members, increasing job satisfaction, and rein-
forcing within-office status relationships. There is the simple fact, ignored in
much of the research linking computers to pay, that the dissemination of
computers through the workplace takes time. At any particular moment in
time, therefore, workers with higher pay will generally enjoy fancier equip-
ment. No company would dream of starting its program of computerization
from the bottom up, almost irrespective of the match, or lack of it, between
individual job responsibilities and the need for a computer.

Thus, so long as education is associated with rank, and so long as monop-
oly power and therefore discretion over wages, perquisites, and hierarchical
business structures exists, we would expect an association between wages, ed-
ucation, and the propensity to computerize. It would be astonishing if such
an association did not exist! Toys trickle down from the top.*

Consider another baffling issue: the relationship of inequality, technology,
and trade. Suppose that manufacturing workers are divided across two gen-
eral types of industry: exporters, on one side, and those competing with im-
ports, on the other. Suppose that dmong the exporters, we find a larger
proportion of monopolists and quasi monopolists, industries and firms with
market power in the world economy. These firms will pay correspondingly
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higher wages to their employees, sharing in part the monopoly rents that de-
rive from their powerful position. Such employers will also tend to screen
their workers by insisting on greater formal qualifications, and so have a
more highly educated (“skilled”) workforce. Suppose, finally, that an increase
in trade (“globalization”) takes place, to the benefit of exporters and the detri-
ment of import competers.

In these conditions, the relative wage of exporters will rise, and that of im-
port competers will fall. Monopoly power is now greater in the domestic
economy than it was before, insofar as technomonopolists command a larger
share of output and employment than they did. Inequality will therefore in-
crease. This will happen without any changes in underlying production tech-
niques or the mix of products consumed by either industries or consumers.
To attribute these developments to a technological change or changes in the
relative productivity of skills would be a mistake, even though to someone
confined to competitive assumptions and looking only at the domestic shift,
within broadly defined industrial categories, from import-competing con-
sumption goods to advanced exportables, the change will look very much
like a “skill-biased” shift in technologies!

In both of these cases, if we have described particular institutional
arrangements correctly, explanations incorporating monopoly greatly sim-
plify our understanding of an otherwise arcane process and help to bring the
evolution of inequality into much clearer and more intuitive focus. 7he prob-
lem with the prevailing arguments is the competitive assumption. 1f we purge
ourselves of this assumption and instead accept the world as it is, which is to
say a place of interlocking monopoly powers of one kind or another—some
“natural,” some political, and some technological in nature—then phenom-
ena that are otherwise convoluted become quite plain. We need to take one
further step: accepting that the struggle for power is a matter of constant flux.
And then we need to start on the challenging but promising task of sorting
through the patterns of observed change, to see which are the most impor-
tant in modern history.

The system is rigged—and the ordinary person knows instinctively that
the “system is rigged.” Nor, if she is sensible, does she object to this condi-
tion. The system has to be rigged, and well rigged at that. The rigging sup-
ports the system; without good rigging, the sails will collapse in a light squall.
The world may be unstable and dangerous, but the instability of competing
monopolies is like nothing compared to the world of perfect competition. Tt
is the difference between being out on the ocean in a well-rigged barque and

out on one’s own in a life preserver. Unregulated competition forces wages
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toward the level of “mere subsistence.” Structures of monopoly power, on the
other hand, serve the interest of employees, for whom they provide a struc-
ture of stability and a platform from which they can face the dangers and
even go after a share of the spoils.

My thesis is that unstable economic performance—the external conditions
that sometimes favor certain monopolistic groupings, sometimes others—is
the main culprit that has fostered the rise of the new monopolies, raised in-
equality in the wage structure, reduced the share of wages in personal in-
come, and fueled the rise in compensatory transfers. When the ocean is flat,
rowboats and dinghies can join the trawlers out on the reef where the fish are
running. But in a gale, the little boats sink while the large ones do not.

The distribution of monopoly power matters little in a world of stable full
employment. But outside that world, in the one where we actually live, the
stronger and more erratic the business cycle, the greater the swings of unem-
ployment, the weaker through time is the bargaining position of small and
competitive businesses and of unorganized production workers. Wage struc-
tures erode from the bottom. Low-wage workers are the first to give ground
in hard times. Equally, an unstable economy strengthens the relative position
of technology suppliers, whose boatyards thrive when stormy weather sinks
older and smaller ships and creates a demand for new and bigger ones. Insta-
bility speeds the turnover of the capital stock; in this way, it creates repeated
surges in demand for new machinery and new equipment. Unemployment
and capital turnover are the anvil and the hammer between which a stable
structure of relative wages can be beaten apart.

Thus technology suppliers, uniquely as an industrial class, benefit from
economic instability. Instability accelerates technological change. Since the
sellers of technology products are necessarily few, and since the buyers of
technology products are necessarily many, an acceleration of technological
change relative to other forms of economic activity—or, what amounts to the
same thing, a slump in consumption and services relative to technological
change—can only, and must necessarily, redistribute wage and salary income
from the many losers to the comparative few who come out at the top of the
ladder of technological competition. We therefore predict that while the
structures of monopoly power are necessarily many and varied, those based
on technology will emerge in the dominant position in an unstable world.
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JHEE CONCEPT (F
THE WAGE STRUCTURE

In other words, the struggle about money-wages primarily af-
fects the distribution of the aggregate real wage between differ-
ent labour-groups, and not its average amount per unit of
employment. . . . The effect of combination on the part of a

group of workers is to protect their relative real wage.

—John Maynard Keynes, The General Theory of
Employment Interest and Money

he fundamental source of an alternative theory of distribu-
tion lies in the economics of imperfect competition and the
analysis of monopoly power. Monopoly power is a power over price. It is de-
fined as the ability to set a price greater than the marginal cost of production,
and so to earn a return on investment. It is a degree of freedom from the
tyranny of pure competition, which punishes even the slightest price difter-
ence in the most draconian way. Monopoly and monopoly power need not
be absolute. Indeed they never are absolute—a degree of monopoly exists
whenever firms can raise prices, even a small amount, without completely
driving away all customers. On the other hand, precisely because monopoly
is not absolute, it is virtually universal. It permeates the economic system,
across industries and through time, and variations in the degree of monopoly
will be our guide to changes in the structure of wages.'
Monopoly power normally inheres in business firms; it derives from their

ability to produce a product for which a perfect substitute does not exist. But
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monopoly power can equally be thought of as a goal for individual employees,
or more precisely as something that can be captured in part by employees.
People achieve positions of power inside their enterprises by distinguished
performance or dogged climbing in a bureaucratic structure. When they do,
they claim a reward, in the form of pay greater than the competitive rate for
their particular type and class of labor. This is a share of the monopoly rent.
Thus the monopoly power of a firm may be, and often is, passed through to
its workers in some degree. Firms, on the other hand, can pay such a premium
only if they are themselves earning at above the competitive rate. The struc-
ture of monopoly power across firms will therefore come to be reflected in the
distribution of wages across firms and across the industries in which firms
concentrate their operations.?

The sources of monopoly power are varied. Taxi drivers acquire it, on dark
nights, by being the only transport available at that moment on that street.
To control this type of monopolism, most cities force taxi drivers to use me-
ters.> Small restaurants acquire monopoly power by diligent burnishing of
their reputations; this sets them apart, creates a loyal clientele and lines for
their tables, and enables them to charge a premium price for their entrees.
One might think of such tiny enterprises as “purely competitive,” but from a
technical standpoint, this is not at all the case. So long as the enterprise itself
has distinguishing characteristics, and therefore cannot be substituted per-
fectly by some rival, it is enjoying and profiting from a degree of monopoly
power, however small. It is to the principles of monopoly, rather than to the
theory of competition, that we should look for an explanation of its income.

Larger enterprises have other strategies and tactics. Consumer firms prac-
tice product differentiation and advertising. Utilities and communications
companies take advantage of decreasing cost structures as their networks
grow larger. Manufacturing companies seek government protection from for-
eign competition—a legally protected form of monopoly power. Airlines dif-
ferentiate across classes of customers, discriminating against those with deep
pockets and inflexible schedules. And technology firms, in the most tumul-
tuous struggle for power in the modern economy, seek to beat each other to
the next killer application.

Each of these business strategies is, from the analytical standpoint, the
construction of a sphere of monopoly power. The purpose of advertising, of
product differentiation, of market segmentation and price discrimination,
and especially of technological change is to beat the competition. It is to cre-
ate a fief, or an empire, where the competition cannot reach. It is to isolate
oneself from the hypothetical brutality of textbook competition, from com-
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petition that forces price to marginal cost and eliminates economic profit.
The point of the game, played in a bewildering variety of ways, is to defear
the rules of the competitive model.

As a world of rivalrous monopolies takes shape in our minds, the image
and metaphor of distribution through efficient and perfectly competitive
markets necessarily recede. Either relative pay is determined for each worker
by a market evaluation of his or her contribution at the margin to the value of
outpug, or it is determined by a set of rules governing the distribution of rents
and by the distribution of market power across organizations. Indeed, if there
exists even one monopoly anywhere in the system—just one Mobutu in the
Congo—it follows that others must be averaging less than the marginal value
of their output. So to concede the existence of monopoly requires that one ei-
ther drop the competitive model entirely or construct an elaborate new the-
ory (and on what principles?) that divides the world into monopolistic,
competitive, and subcompetitive (“exploited”) sectors.

All approaches to monopoly have this in common: they involve the orga-
nization of individuals into groups. The group that holds monopoly power is
usually a business firm, organized for the particular purpose of building and
selling a commodity or product; it may also be a professional or craft organi-
zation. Either way, these groups are tribal structures, practically speaking.
From the perspective of its members, each group forms a reference group and
a hierarchy. Individual advancement within the group tends to be slow and
rule bound; the group itself regulates within-group changes. Lateral move-
ment across groups—for example, from master chef to master surgeon—is
also hard, even where skills are similar, for membership in each competing
group is carefully protected by rituals of qualification and by a general pre-
sumption that newcomers start at the bottom. It follows by both intuition
and necessity that the struggle in a world of interlocking monopolies is
mainly a struggle of one group for gain at the expense of others.

An analysis of distribution based on widespread structures of “competing
monopolists” must therefore accomplish two goals. First, it must show how
the rules of allocation are established within groups—the nature of and rea-
sons for corporate and union seniority structures, partnership ladders, pro-
fessorial promotion rules, and similar devices. These devices are rules of
behavior or conventions; they are also known in the economic literature as
institutions. Second, such a theory of distribution must give an account of the
historical forces that account for the relative rise and decline of difterent
groups through time. In other words, it must provide both a taxonomy and a

history of types of monopoly power, an account of institutional failure and
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institutional success. We shall call the combination of internal structures and
the relationships between competing pyramids of would-be monopolists, at
any given moment of time, the wage structure.

The study of internal business structures has been the province of many
other writers,* and we shall accordingly neglect it. But there is room for a
contribution to the second aspect of the wage structure, the analysis of
changing between-group relationships. Moreover, it is a reasonable bet, in-
deed a logical necessity, that this aspect should be the more dynamic and
changeable of the two. Change within groups is governed by conventions
and rules; it is necessarily slow on this account, for the point of conventions,
rules, and hierarchies is to slow down and regularize the process of change.
Change between groups is not so governed, and accordingly has the potential
for instability. The dynamics of monopolistic rivalry is therefore likely to be
primarily a dynamics of change between groups, and in understanding how
this dynamics works out, we can understand a very large part of the evolution
of the structure as a whole.

Monopolistic rivalry is a struggle for income shares between large blocs of
economic actors: business corporations, trade unions, professional organiza-
tions. But this by itself does not get us very far, for it tells us nothing about
the actual group structures of the real world. How can we best give substan-
tive content to the insight that monopolistic rivalry is a rivalry of groups?
How can we tell, as outsiders looking at historical data, where lay the fault
lines of twentieth-century capitalist evolution? There is an essential prelimi-
nary task. It is to determine: What are the groups?

The answer to this question is far from obvious because there is no natural
unit with which to work. In between the level of the individual, who can be
observed in a census sample, and that of the nation, for which aggregated in-
come accounts exist, the social scientist faces a complex and interlocking net-
work of self-organizing structures. The task is to organize a large mass of
information about these structures, so as to reveal a manageable number of
meaningful economic groups whose interaction—monopolistic rivalry—
best characterizes the changing internal structure of the system. I will argue
that the best way to do this is to examine patterns of performance through
time. The most important forms of monopoly are necessarily organized
along industrial lines. By tracing the patterns of performance of groups of in-
dustries, therefore, we can best get at the major patterns of economic change
underlying the income distribution. By tracing patterns of performance in
historical data, we can also best isolate the group structures that mattered
most for the distribution of wages.
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The definition of group structures is thus going to become the central an-
alytical problem that we will face. This necessitates a digression, for the
analysis of groups is a familiar one in the context of a quite different discus-
sion about inequality. It is likely that many readers will be looking at this
stage for an analysis of race or gender. It may be helpful to explain why such
an analysis will not be found in this book.

Much of the large literature on economic inequality is focused on the cat-
egorical standing of different races, ethnicities, and genders. These are, in-
deed, the important social structures in the American social and political
context—as perhaps religion or social class may be in other societies that de-
fine themselves along different lines of demarcation.’ A glance at the writings
spawned by The Bell Curve attests to the prominence of racial concerns,
specifically, in the modern politics of the United States.®

The legacies of slavery, segregation, discrimination, and disenfranchise-
ment exist. These legacies would exist—as they do for Americans of Jewish
and Chinese extraction—even if there were no differences in the average eco-
nomic status of the individuals involved, although obviously the disappear-
ance of economic distinctions is often a prelude to the decline of social ones.
No one is going to dispute that for women and for African Americans, espe-
cially, the very facts of gender and race are important determinants and pre-
dictors of income.

But this is not sufficient to make race and gender into the primary orga-
nizing principles of an inquiry into the evolution of the wage structure. The
reason is straightforward: the vast majority of American workers are not mi-
norities, and a substantial majority are not women. Most of the movement in
the wage structure, and most of the increase in inequality, would have oc-
curred in the absence of a single working woman, or black, or Hispanic citi-
zen. It is one thing to say that white men hold most of the monopolistically
rewarding positions in American society. This is not the same as saying that
white men are powerful; many are not. Our problem is to identify the eco-
nomic sources of the market power that some white men hold, and from
which others, along with the preponderance of minorities and women, are
substantially excluded.

Indeed, neither racial nor gender categorization is intrinsically economic,
in the sense of being able to cast light on the reasons that the differentials
across the wage structure are as large as they are or why they change through
time as much as they do. Race and gender classifications are not “groups” in
the sense in which a family, a company, a cartel, or a trade union is a group.

That sense implies an affinity of purpose, common action, or division of labor
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among the members of the group. Although it is reasonable to state that
African Americans share a common heritage, this in fact means lirtle in terms
of the evolution of economic inequality, and particularly not over the span of
just a few years or decades. There is no grand trade union of African American
workers, or of American women workers, capable of altering the large struc-
ture of economic outcomes, and the establishment of political and civil rights
is connected in only the loosest way, if at all, to the structure of wages.

Thus as we seek to explain the evolving structure of economic inequalities
over the past thirty years, we need to understand that racial and gender classi-
fications are not, by and large, informative for this purpose. What these clas-
sifications mainly concern is the placement of particular individuals within a
given structure. When the objective is to analyze the changing shape of the
structure, something else is called for.

The distinction between structure and placement is often muddled in dis-
cussions of inequality in America, and it seems likely that one of the most
prevalent policy prescriptions for inequality—support for education and for
equal access to education—is based on a confusion between the two. Pro-
moters of schooling as a cure for inequality are arguing, in effect, that fixing
the initial placement of disadvantaged people or groups will have, by itself,
an effect on the equality of pay in the society that results. This is a serious fal-
lacy, and one with pernicious effects on our ability to confront the problems
of inequality that America actually faces. For this reason, it is worthwhile to
take some pains to separate the analysis of inequality along gender, ethnic, or
religious lines, or along lines of educational attainment, from the industrial
and evolutionary approach of this book.

It may help to think of the wage structure as a building—for instance, a
skyscraper. A few people—chief executive officers of large corporations and
banks, top professionals, athletic and film superstars—occupy penthouses on
the top floor. Middle management, ordinary professionals, and the best of
the small businessmen fill up the floors below them. Next come the workers,
each taking a position in line with their relative pay. And in the basement (fit-
tingly for this metaphor) we find the underclass—the unemployed, the dis-
abled, the chronically ill, and the unfit.

The wage structure, that is, the shape of the building and the number of
spaces available on each floor, is a built structure. It is a product of history,
built up by the rules, institutions, and political forces that influence how the
economy works. The demographic composition of the distribution of people
across the floors, on the other hand, is a matter of their individual character-
istics and of how these characteristics are treated. To be sure, as we rise
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through the building, we find fewer members of racial or minority groups,
and fewer women, than on the lower floors. The advantages of education and
the curse of discrimination play their roles here. Yet these forces, important
though they are, are not the ones determining the height of the building or
the number of places on each of the floors.

An increase in the supply of educated people, in particular, does not by it-
self create more spaces on the top floors. Instead, as education increases,
more of the existing slots will be filled by workers of higher qualification.
Since this process works from the top down, average levels of education will
rise on the middle and lower floors. Positions on the topmost floors actually
become ever harder to break into, and more remote. In a purely meritocratic
system, they would be reserved to those whose educational atrainments ex-
ceed the average by the largest amounts. More plausibly, in the society in
which we actually live, they are allocated essentially by inheritance, connec-
tions, and the random processes of the lottery of life. There is no reason to
think that an expanded supply of educated talent will reduce the gap between
those most highly paid and the middle ranks.

As the uppermost ranks fill with increasing numbers of advanced degrees,
it is a matter of arithmetic that the average wage earned by a given level of ed-
ucation, relative to the overall average wage, will fall. This is what economists
like to call a declining premium to education or skill. The declining pre-
mium reflects the fact that more college graduates are placed in jobs that do
not really require college training and were held previously by less qualified
workers. But the underlying structure and relative pay across positions need
not change, and generally will not change, just because the supply of college
diplomas has been increasing.”

Like schooling in general, affirmative action is about access to compara-
tively privileged positions, whether unionized jobs on a Philadelphia con-
struction site or admittance to the University of Texas Law School.
Affirmative action is not about the degree of privilege that exists in the first
place. Affirmative action was never designed to alter the shape of the wage
structure and does not do so. It is, instead, designed for the sole purpose of
opening up some of the existing spaces to people who might not otherwise
have access to them.

Policies that improve the treatment of African Americans, Hispanic Amer-
icans, other ethnic groups, and women can and do change the distribution of
persons within the wage structure. Such policies may work directly, by
changing hiring practices, or indirectly, by opening up spaces in educational

institutions that serve as gateways to privilege. As the educational opportuni-
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ties open to minorities and women improve, the distribution of their in-
comes will come more and more to resemble the distribution of incomes for
the society as a whole. This is what successful affirmative action does, and
this is all that affirmative action can do.?

Because affirmative action addresses placement and not structure, even a
successful affirmative action program is not inconsistent with rising inequal-
ity between groups. The average wage of African Americans can fall relative
to that of the white population even while black representation in higher
professions improves. This can happen because rising inequality generally
drives down the relative wage of the majority of African American workers,
who remain in occupations for whom affirmative action provides no mean-
ingful relief or in industries that are losing ground on domestic and interna-
tional markets. In fact, this is precisely what has occurred. The major changes
in the manufacturing wage structure since 1970 have been catastrophic for
high school-educated male workers, a category covering a large part of the
African American labor force. The decline in the relative wages of this large
group and its black members swamped the effect of increasing average educa-
tion in the African American population.

This situation does not invalidate the accomplishments of affirmative ac-
tion, but it radically undermines the viability of affirmative action as a rem-
edy for past discrimination. As inequality increases overall, minority
populations will themselves become stratified along socioeconomic lines.
They will become characterized by small numbers of comparatively success-
ful families amid much larger, impoverished populations. Since the econom-
ically successful remain eligible for affirmative action, the direct benefits of
affirmative action will fall increasingly to the comparatively privileged mem-
bers of minority groups—to the children of an earlier generation of profes-
sionals. This is not in itself an injustice. To the contrary, affirmative action
remains necessary, for the small representation of minority groups in any
pool of professional school or job applicants means that without afhrmative
action, racial diversity would substantially disappear from the higher profes-
sions. But the function of affirmative action under these stressed conditions
becomes simply to prevent the complete resegregation of the most selective
employments. It ceases to provide a significant avenue for the truly disadvan-
taged within stratified minority populations; in these circumstances, the exis-
tence of affirmative action loses relevance to the poor who will never enter
the applicant pool for elite positions in any event.

Second, although it may be that affirmative action programs can succeed
for a time in their remaining role, and for a time prevent the total resegrega-
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tion of the higher professions, even this limited success almost surely cannot
be sustained, for a rising degree of inequality in the larger society raises the
stakes and intensifies the competition very dramatically. Affirmative action
was first conceived, around 1965, under conditions of genuinely strong de-
mand and short supply of skilled labor. The minorities and women who ben-
efited from athirmative action were joining a wage structure characterized by
declining wage and salary inequality and by the rapidly increasing availability
of good jobs. Under these conditions, political opposition was minimal, for
few could feel displaced by the success of those who were being assisted.

The severe crisis of affirmative action programs, leading to concerted op-
position by right-wing political forces and their rejection in a referendum in
California in 1996 and in court cases affecting Texas and elsewhere, has oc-
curred under opposite circumstances, and clearly has to do with the increas-
ing relative value of the prizes. In the Hopwood case, decided in 1996, four
young white applicants sued the Law School of the University of Texas at
Austin, claiming that they were denied admission while less qualified minori-
ties, as measured by standardized test scores, were admitted. Why was it
worthwhile for such marginal applicants, who could presumably have gone
on to other law schools only slightly less well ranked, to file such a lawsuit?
The answer surely has to do with the spreading out of the structure of earn-
ings, which raises the premium associated with passing through the most
prestigious and prominent gateways. (Hopwood was decided for the plaintiffs
in a federal appeals court, and within a year new black students virtually dis-
appeared from the University of Texas Law School.)

The conclusions here are twofold. First, although we cannot deny the im-
portance of race and gender classifications or of educational achievement for
predicting how individuals will fare in the wage structure, they are of limited
use in analyzing the reasons for rising inequality in the wage structure in re-
cent years. The major changes are not of changing race or gender relation-
ships, or in the supply of skills, but rather of the fortunes of industries and
occupations in which race and gender differences are embedded.” There is no
paradox in rising inequality, even in rising group-specific inequality, alongside
falling discrimination. There is also no guarantee that conquering discrimina-
tion will materially raise the average wage of any particular population.

Second and specifically, the economic fate on average of women and of
Americans of African descent has depended, in the twentieth century, much
more on general developments affecting equality and inequality, employment
and unemployment (the vast changes that occurred during World War II, in

particular, and the cycles of growth and recession thereafter), than on the spe-
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cific struggles for racial or gender equality under the law. The future will again
reflect this truth. Only a narrowing of the wage distribution in general can
make possible a large reduction in the wage and earnings gap that now sepa-
rates African from European Americans, or men from women, in particular.

Let’s therefore return to the key question: What governs the wage struc-
ture, and how can the wage structure be made to change?

Once again, the wage structure is about the relationships between and
within economic groups. Relationships within groups are, by the definition
of an economic institution, comparatively stable. Relationships between
groups change with the large social, political, and economic forces of the day.
Our first task is therefore to define the most relevant groups, and to doso in a
systematic, meaningful, and revealing way.

In manufacturing, such groups are inevitably industrial rather than mat-
ters of ethnicity, gender, or years of education. But that in itself does not get
us very far. We need a way of thinking about industries, and about industrial
change, that can help make sense of a large mass of otherwise confusing
numbers. In other words, we need a system of classification and a system that
can apply to a very complex system of differing types of process, of product,
of industrial organization.

The problem with systems of classification is that they tend to be arbitrary.
Firms are conventionally grouped by size, or by location, or by such charac-
teristics as the proportion of sales spent on advertising or the percentage of
revenue devoted to expenditures on research and development. And indus-
tries are classified, by the government, according to a complex hodgepodge of
rules called the Standard Industrial Classification (SIC), which loosely re-
sembles the Dewey decimal system—a highly structured and very useful fil-
ing system, but not the last word on the substantive organization of human
knowledge as found on library shelves.

These schemes are based on physical characteristics—on similarities or dif-
ference of appearance. As such, they are convenient, and they may be intu-
itive. But with industries as with people, physical characteristics may not
meaningfully distinguish entities that are different from each other from those
that fundamentally resemble each other. For this reason, the SICs in particular
lack analytical content. There is no particular reason, a priori, to believe that
industries classed as closely resembling each other in the SIC will in fact be-
have in similar ways. In some cases they will, and in others they will not.

An alternative and much more sensible way to construct a system of classi-
fication is to do so on measurements of behavior. That is, instead of basing
classification on physical features, we may base it on similarity and differences
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in performance over time. This is a principle common in other fields of sci-
ence, particularly life sciences, but peculiarly unknown in economics.

Well, almost unknown. The remarkable John Maynard Keynes had, as
usual, thought abour this issue. Keynes emphasized that members in eco-
nomic groups were linked by shared ideas, outlooks, “rules of thumb,” and
other psychological characteristics that govern behavior. Groups of workers
form unions, and accept common contracts that govern the union as a
whole, because they believe themselves to be commonly situated in the econ-
omy and therefore to share interests in common. Groups of investors stam-
pede one way and the other, not because they all analyze the world
independently and yet come to identical conclusions, but because they talk
to each other, and each acts on this shared information about what the others
happen to think. And as for bankers, “the sound banker, alas! [Keynes wrote],
is not one who foresees danger and avoids it, but one who, when he is ruined
is ruined in a conventional way along with his fellows and so that no one can
blame him.”"

The point about a shared convention, leading to 2 common pattern of be-
havior, is that the sharing of it defines the group itself. It also makes the indi-
vidual member of the group, previously the focal point of all analysis,
analytically redundant. Once you have the group, there is no longer much
point in looking below the level of the group at the individual, because
within a well-defined group, individuals are essentially similar. (An indepen-
dent-minded banker would have to be called something else.) If the group is
not well defined, the individuals within it will differ in important and rele-
vant ways, and the tactic of “grouping up” will fail. So it is vital to pay atten-
tion to getting group structures right."" Basing them on behavior is a useful
first step.

Without going more deeply into the classification problem, to which we
will return, let’s assume that we can devise a way to construct systematically
meaningful industrial groups, so that we isolate the most important patterns
of change in wage behavior. What are the forces that distinguish one pattern
of interrelation in wage movements from another? Why do some wages go up
and others not, under differing conditions and at different moments in time?

There is a wide range of possible influences on the between-group behavior
of the wage structures, including social convention, politics, and external pres-
sures. Taking up the example of unionism, one of the simpler cases may be
collective bargaining. If it is sufficiently widespread and eftective, collective
bargaining may do more than move one group into a position previously oc-

cupied by another in our skyscraper-wage structure. Instead, it may actually



THE CONCEPT OF THE WAGE STRUCTURE - 61

change the way spaces on the floors are handed out. A widespread form of col-
lective bargaining, a solidaristic wage structure, might in principle move all
union members upward, into the cubicles now held by (say) small business-
people and middle managers. Slots in the middle classes are not merely reallo-
cated. They are actually more densely populated than they were before.

What unions fail to achieve, sometimes the government can. Minimum
wage laws can move people en masse from the crowded first floor toward the
second or third in our wage building. Public service employment and welfare
payments can improve conditions in the basement. Job training, day care,
and other employment services, on the other hand, are mainly matters of
placement: they can help move some people out of the basement and toward
the first floor, but only on condition that first-floor jobs are available to re-
ceive them.

Those are the easy cases. They are the kind of causes whose workings we
can understand without much trouble. In the case of the minimum wage,
where simple quantitative measurement is possible, the statistical influence
of changes in the policy variable is apparent. But this is not the usual situa-
tion. Much more pervasive are the workings of that ubiquitous but some-
what mysterious concept of technological change.

Suppose there are some groups of people—let’s call them an industry—
who all work in lines of activity that are similar in some unspecified but im-
portant way. One result of this similarity is that they are all positioned to be
affected by a technological change in similar ways. Think of the invention of
the semiconductor. That device changed our lives, diverting vast sums of
consumers money into electronic equipment, destroying whole industries
from typewriters to cash registers to the long-playing phonograph record,
while creating a horde of new products, such as the personal computer, the
computerized inventory control system, and the compact disc.

How can such technological change, in principle, affect the wage struc-
ture? The conventional story focuses on the consequences of technology for
the production process, of both goods and services. New technologies are
said to be demanding. Their deployment, it is said, requires skill. Hence,
those who have such skills, or acquire them, will prosper, and those who do
not will not. This is an individualist or at most a within-group story, not a
between-group story, according to which the structure of wage outcomes
changes only as the pattern of marginal productivities changes. But it is not
the only possible story. .

In an alternative version of the semiconductor tale, we might divide the
world not into the skilled and the unskilled, but into the industrial winners
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and losers whose essential difference is that they are on opposite sides of a
struggle for markets. It might be that the worker who assembles a typewriter
is no less well trained, no less highly educated or professionally skilled, than a
worker who plugs chips into a memory board. The typewriter worker is per-
haps even better trained: typewriters have to be assembled with care!

But the semiconductor worker nevertheless displaces the mechanical
craftsman. She does this not because she is more skilled, but because she is in
the right industry at the right time. She is in the industry that gains in a
struggle for monopoly power, when the superiority of word processors dries
up the demand for mechanical typewriters and creates a large and (temporar-
ily) inelastic demand for personal computers. Employment in the new sector
will probably expand, but that is not the main point. The main point is that
the newly introduced computers sell for prices far above their marginal unit
cost of production. And in consequence, computer firms see their revenues
augmented by a share of the monopolistic rents. If they pass this on to any of
their employees—on the production line or off it—average earnings in this
sector rise, while those of the typewriter-assembling craftsperson decline.

This sort of changeover—in contrast to a change in ethnic or gender com-
position of the workforce or the education levels of individuals—may affect
the shape of the wage structure as a whole. If the computer industry is much
more efficient, and much smaller per dollar of sales, than the mechanical
crafts that it displaces, then the monopoly revenues will be distributed over a
much smaller number of persons. Inevitably there will have occurred a redis-
tribution, from the comparatively numerous to the comparatively few.
(Compounding this, it may also be that the internal pattern of distribution
of pay in the winning industries is different from that among the losers. The
gains in the computer sector may go only to executives and designers, while
those of the typewriter industry may flow, in an egalitarian way, to the skilled
craftspeople on whom the industry relies.) For these reasons, the very shape
of the building will have changed after the typewriter makers have been
kicked from the fifth floor down to the basement. It is in this way, finally,
that we can expect technological change to influence the structure of wages.

Another way to change the shape of the building is to close off certain
floors within ic. If, for example, an emergency occurs on the lower floors—a
flood of imports, for example—parts of the structure may become unusable.
Jobs will be extinguished. People will be displaced from the lower loors—
some may have to leave the building. At the end of the day, the structure will
again be more unequal than it was before. This kind of event is not funda-

mentally different from technological change. Both involve shifts away from
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established patterns of activity and the displacement, mainly downward, in
the wages of certain classes of workers. And both, interestingly enough, nec-
essarily imply a displacement of labor itself. Unemployment must rise in
some sectors and industries, though eventually this may be partly or wholly
offset by reemployment in others.

Whether unemployment in the aggregate rises or falls with technological
change—whether technology moves in cycles—depends on how new tech-
nologies are incorporated into the productive process. In the real world, tech-
nology diffuses through the process of business investment. Investment is
also the driving force behind what economists call the business cycle—the
ebb and flow of activity from recession to boom to recession. Since invest-
ment is cyclical, perhaps technology is also. We should not be surprised to see
a relationship between technological change, unemployment, economic
growth, and inequality. In the slump, when unemployment rises, the wages
of the lowest-paid workers suffer because they are the least well protected by
their employers’ monopolistic positions. Inequality rises. As the recovery
starts, moreover, the first new jobs fall to the highly paid workers in sectors
that supply investment goods—and inequality rises again.

The slump and the early recovery phases of a business cycle should there-
fore be associated with rising inequality. But when the economy has returned
to full employment, at the peak of the business cycle, the situation turns in
favor of less well paid, less powerful, and less protected workers. At the same
time, the progress of new investments and the aggregate economic growth
rate slow down. Existing capital is exploited more intensively, so that added
employments come, not mainly in the investment sectors, but in the produc-
tion of consumption goods and services. It is at such times that we should ex-
pect to observe decreasing inequality in the structure of wages. Figure 4.1
presents a simple schematization of the business cycle and its relationship to
inequality in the wage structure.

Technology and trade, in other words, operate collectively on large num-
bers of people and directly on the structures of relative pay. They do so
mainly by displacing some people from their customary employments while
creating new opportunities for others. And they do so in waves, over the
course of the business cycle. Moreover, in the nature of the drive for efh-
ciency that underlies both the design of new technologies and the globaliza-
tion of production, these two forces inherently tend to redistribute income
from larger to smaller numbers of workers. So long as they are the dominant
forces, therefore, there will be a tendency for inequality to increase.

So long as they are the dominant forces. For while technology and globaliza-
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FIGURE 4.1

THE BUSINESS CYCLE AND INEQUALITY
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tion have long been the dominant forces, they have not always been so. The
period from 1945 to 1970, though marked by vast technological change and
a dominant position for U.S. manufacturing in world trade, was not a period
of rising inequality. Why not? The answer has to be that other interindustrial
forces offset the inequality-increasing properties of technological change and
globalization. The question, then, is, What other forces? And how did they
work? My contention will be that these forces can be identified, and their ef-
fects measured, once we have done a proper job of dividing industries into
economically meaningful groups, so that the industrial structure, properly
parsed and organized, actually reveals rather than conceals the essential pat-
terns of variation in the structure of wages.

Yet the fate of industrial groups remains a relatively neglected question;
the literature is not full of surveys of winners and losers across the industrial
realm. Much of the reason for this is taxonomic—a matter of bad categories
making good analysis difficult; some of it has to do with failure to develop
the relevant techniques. The taxonomic problem stems, to be blunt, from the
fact that economists usually just take the government’s word for what an in-

dustry is. And the government is not a systematic classifier of industries. The
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government’s SIC categories are merely a standard scheme of labels; they do
not correspond to the structure of economic groups in the sense that we
need. Their purpose is not to analyze, but merely to facilitate the systematic
collection of data about manufacturing and service activity.”?

Lacking a systematic approach, one that can transform arbitrary “cate-
gories” or classification codes into economically meaningful “groups” with co-
herent and corespective patterns of economic behavior, we have at best a
muddled picture of the development and changes in the U.S. industrial struc-
ture in recent decades. And that has led to the casual but erroneous belief that
little has changed in the wage structure as between industries and groups of
industries. We hear a repeated refrain that the important changes are “within
industries, not between industries.” Of course this will be true if the bound-
aries are not properly drawn! On the other hand, once the boundaries are
properly drawn, we will find that the principal forces affecting American
wages do appear before us as variations in the interindustrial wage structure.

That industrial structures matter, that industries organize and deploy their
political muscle for their own benefit, that they in fact do benefit from their
organizational power and their capacity to influence public policy, should
not surprise anyone who has ever walked down K Street in Washington,
D.C. There is the epicenter of American political economy: the offices of the
trade associations, lobbyists, and law firms that represent American compa-
nies before the executive agencies and the Congress. Those featureless glass
office blocks are not, in the main, dominated by organizations like the Na-
tional Organization for Women. Instead we find competing groups of rich
white men, organized as the Chamber of Commerce, the National Associa-
tion of Manufacturers, the Aerospace Industries Association, the Semicon-
ductor Industries Association, and associations of truckers and steelmakers
and scores of similar groups. No economist can seriously believe that the re-
sources flowing to such places are without purpose or that the pattern of or-
ganization itself is functionless and arbitrary.

But what purposes, exactly? And in what proportions? With what relative
strength? And what history of success or failure? And, above all, with what
pattern of effect on the structure of American wages? If we choose a meaning-
ful scheme for industrial grouping and a set of procedures that expose be-
tween-group variations to historical interpretation, we can move toward

answers to such questions.












5

INSTABILITY AND STAGNATION

The liberal reward of labour, therefore, as it is the necessary ef-
fect, so it is the natural symptom of increasing national wealth.
The scanty maintenance of the labouring poor, on the other

hand, is the natural symptom that things are at a stand.

—Adam Smith, Inquiry into the Nature and Causes of the
Wealth of Nations, Book I, Chapter VII

Part I delves into specifics: the performance of the economy, the movement of
wages, how inequality is measured, how much inequality there is, how inequality
in wages has changed and exactly when it did so, and why. Readers who have no
appetite for technical issues may wish to skim these chapters but should not skip
them. The most important findings of this book are here, and the policy analysis
that follows depends directly on these findings. Even casual readers should take
note of the figures in Chapters 7 and 9, where they may find the industries in
which they are themselves employed.

Chapter 5 is the most straightforward. It reviews the overall performance of the
economy, the stagnation of productivity and wages, the rise of inequality in family
incomes, and the rise of the Transfer State. This chapter sets the stage for those that
Jollow.

Chapters 6 and 7 form an integrated argument about how the major parts of
the manufacturing economy are best described and how they interact and behave.
Chapter 6 sets the stage, with an argument about the institutional, political, and
social character of the wage structure, as an alternative to the usual supply-and-de-
mand models of wage distribution. Chapter 6 begins to give this concept some em-
pirical content, breaking the economy into three broad sectors, which are
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differentiated in very general terms by their function and their behavior: a knowl-
edge sector (K-sector), whose principal function is the production of new capital
goods; a consumption goods sector (C-sector) that manufactures goods for mass use;
and a services sector (S-sector). The first two of these together comprise the manu-
facturing sector, which has been the subject of most of the argument about the effect
on wages of technology and of trade.

Chapter 7 looks at the forces affecting industrial performance—and therefore
changes in the wage structure—uwithin the manufacturing sector. It presents the re-
sults of statistical work that isolates the principal sources of industrial change dur-
ing the period from 1958 through 1992, as well as the relative importance of each.
Because it is possible to identify each of these sources with macroeconomic and pol-
icy variables, this chapter’s analysis drives a key conclusion of this study as a whole:
that policies, rather than random or indecipherable market forces, lie behind the
principal patterns of industrial change that the American economy has experienced
over the past generation.

Chapter 8 presents measurements of inequality in manufacturing wages, in
particular a variation that is based on industrial wage data. This measurement
has the virtue of being based directly on hourly wages; it is not affected by changes
in hours, family structure, or nonwage sources of income. It has the particular
virtue of being measurable in detail on an annual basis in the United States; in-
deed (with the help of a few tricks) I'll present such measurements going back to
1920. Chapter 8 then presents a statistical exercise—multiple linear regression—
that shows that changes in this measure of hourly wage inequality through time
are very closely related to, and almost fully explained by, the movement of mea-
sures of aggregate economic performance, such as unemployment. Chapter 8
therefore makes a self-contained case for the macroeconomic foundations of the
movement of manufacturing wage inequality in the United States.

Chapter 9 extends the analysis to the services sector. It shows how some activi-
ties classed as services actually have patterns of behavior that closely follow those
found in related parts of the manufacturing complex. The remainder, which we
may call “pure” services, tend to group together; they follow a behavioral pattern
strongly influenced by the minimum wage and not greatly influenced by much
else. The real story of services wages is that there is no independent story. The pat-
terns that distinguish wages in manufacturing are also the important forces sepa-
rating the bebavior of wages in manufacturing from the behavior of wages in
services. Most notable among these is the cycle of investment and unemployment.

Part 11 thus establishes the key themes of this book. First, I show that the pat-
terns of wage inequality and diverging industrial performance are closely related

to the large movements of the macroeconomy, to the cycles of investment and em
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ployment, and also to changes in specific variables strongly affected by public pol-
icy, especially monetary policy but also the minimum wage, trade protection, and
the military budget. The pattern of effect of these variables differs across industries
in ways that are related to the sensitivity of each type of industry to each particu-
lar policy, and especially to their differing degrees of monopoly power. It follows
that the historical developments through which we have all lived are not, and
cannot be, mere adjustments of relative pay to the changing relative productivity
of skills. They are demonstrably the creatures and effects of policy decisions. From
this, it follows that if policy decisions change, so too will the patterns of inequality.

We are living through a political crisis of the Transfer State:
the United States has reached social and political limits be-
yond which it has become very difficult to squeeze the wage earnings of the
working population for the benefit of those who do not earn wages. The signs
and symptoms of this crisis are essentially everywhere: in the drive to cut the
federal budget, in welfare reform, in the continuing debate over health care, in
recurring drives to “reform” and privatize the social security system.

If the crisis of the Transfer State is a surface phenomenon, on what does it
rest? The roots appear to lie in the rising inequality of wages and salaries, and
in the competition between public transfer programs and service on private
debts. American economic outcomes are unequal, both by global standards
and by comparison with our own recent past. As they became more unequal,
the burden of public transfers grew. The poor became more numerous, and
the elderly were maintained at a higher standard, with respect to both pen-
sions and medical care. The rich, for whom the whole structure of universal
social programs is increasingly irrelevant, were allowed to reduce their share
in payments for the system. And the middle class, struggling with the in-
creasing burden of private debt incurred in an effort to maintain living stan-
dards, became increasingly frustrated with the burden of public transfers.
None of this would have happened had the underlying distribution of wages,
salaries, and wealth not become more unequal.

So we must come to closure on the causes of rising inequality in the wage
structure. In the preceding chapters, I reviewed two competing explanations.
One is rooted in the competitive model of income distribution and places



72 + CREATED UNEQUAL

the responsibility on new technologies that raise the relative productivity of
the comparatively skilled. This answer is powerfully appealing for three rea-
sons. First, it is backed by the authority of economic theory, holding in each
case that market forces are at work to reward individuals and nations for
higher productivity. Second, it provides the reassurance that good things will
result in the end from the discomfiture that new technology causes. Third, it
places responsibility for reacting to the situation on the individual worker,
while delegitimating collective responses to the inequality crisis. The message
is that one cannot oppose the march of progress or obstruct the working of
the market.

Yet in its standard form, the skill-biased technology hypothesis is not co-
herent. It is plagued by empirical difficulties and, more fundamentally, the
implausibility of the underlying marginal productivity theory of distribution
on which it relies. It doesnt work in theory, and, as a quick look at the timing
of the diffusion of computers and the spread of wage inequality makes clear,
it doesn’t work in practice either.

The alternative explanation is that new technologies act on the economy
in quite a different way. Behind the alluring surface of technological revolu-
tion and economic globalization lie the old familiar forces of monopoly and
economic power, of rivalrous enterprises, and competing nations, battling to
extract a maximum of rents from the larger social order. These familiar forces
today operate in a modern and unstable guise, insofar as the struggle for tech-
nological supremacy and the struggle for monopoly merge into one. The
next questions must therefore be, How is this power created? How is it main-
tained? How and under what circumstances can it be brought under control?

My hypothesis is that the technology sectors perform better, relative to all
the others, under comparatively unstable economic conditions. Therefore,
changes in macroeconomic performance, brought on in part by actions of
state policy, precipitated the changes in the balance of market powers and the
increases in inequality we have observed. They did so by creating, and toler-
ating, greater instability, and worse average economic performance, in the
years following 1970 than in the years before. Instability, stagnation, and ris-
ing inequality in their turn can be linked to the rise in transfer incomes and
the political crisis of the Transfer State.

To explore this hypothesis, we need first to review the history of economic
performance itself. Have there actually been changes in the macroeconomic
climate? Do these changes correspond, in time and in severity, to the rise of
inequality in wage structures? These questions are particularly important

given the widespread opinion that the economic performance of the 1980s



INSTABILITY AND STAGNATION 73

and 1990s was good by historical standards and that therefore the increase in
inequality during this time was anomalous, a paradox, that requires a more
complex explanation than would have been provided by the old-fashioned
wisdom that sustained growth is equalizing while recessions and depressions
are not.’

We can usefully begin with the broadest measure of economic growth, the
gross domestic product (GDP). Figure 5.1 illustrates the course of economic
growth since the trough of the 1990 recession, and compares it to the pace of
economic growth in every previous expansion since 1960. The figure shows,
in striking fashion, just how different the expansion that began in 1961 and
ended in 1969 was from all those that have followed. The long boom of the
Kennedy-Johnson years was far stronger than any since then. It also lasted
longer, and produced cumulative gains in gross production more than 20 or
30 percent greater than those of its nearest competitors, the Reagan-Bush ex-
pansion of 1982 through 1991 and the Ford-Carter expansion from 1975
through 1981. The figure also shows that economic growth has been quite
slow in the expansion that began in 1991 under George Bush, continuing to
the present under President Clinton. By this measure, and using the business
cycle timing methods of the National Bureau of Economic Research, the cu-
mulative expansion of the 1990s is the slowest on the postwar record up to
this point.

To be entirely fair, the measure of cumulative growth is somewhat sensi-
tive to the choice of starting date. Usually recoveries begin with a bang; the
most recent one did not. Part of the overall shortfall from the normal postwar
standard for economic expansions is due to several quarters of near-zero
growth at the very beginning of the current expansion; the shortfall would be
less if the recovery were simply dated as beginning some months later. If, for
example, one were to date the recovery as beginning in late 1991 rather than
at the beginning of that year, then the cumulative record of growth, though
shorter, would somewhat more closely resemble the postwar norm. Still, by
no measure is the economic expansion of the 1990s a rapid expansion, nor
can it begin to compare with the record of the previous two-term Democratic
presidency, that of Kennedy and Johnson.

Another question that frequently arises when comparing business cycle
expansions concerns the economic conditions at their point of departure. It
might be that certain expansions look better than this one, only because they
started from the troughs of deeper reeessions, and therefore the economy had
more room to bounce. If there were a natural tendency for the economy to
return to an equilibrium state, a kind of natural elasticity to the business
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FIGURE 5.1
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cycle, then we might find that a weak recovery accompanies a strong starting
point, and vice versa.

But an examination of the record shows that this bounce-back theory is
not supported by history. There is no clear-cut relationship between the
depth of a recession, measured as the loss of GDP from peak to trough, and
the speed of the expansion that follows. The mid-1970s and early 1980s saw
stronger expansions after deeper recessions, but the 1950s, 1960s, and early
1970s saw stronger expansions after recessions that were not so deep.?

Instead, it appears that the fate of an economic expansion is most strongly
influenced by the way in which it begins. There is a fairly consistent empiri-
cal relationship between growth in the first year of an economic expansion
and growth over the four years that follow.? The slow beginning of the recov-
ery of the 1990s left the evident legacy of a slow overall pace of expansion.
Thus, in this respect the George Bush—Alan Greenspan partnership in the
early 1990s did control the destiny of President Clinton’s economic record.
And Clinton’s 1996 campaign claims—that the United States was experienc-
ing the “best economy in thirty years”—were doubly ironic. The Clinton ad-

ministration was in fact defending a weak record, yet one largely determined
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by events before it took office. (A third irony, of course, is that the defense
succeeded.)

After a very slow start, with essentially no new employment creation for
the first year of recovery, job growth in the expansion of the 1990s parallels
the slow employment growth of the 1960s expansion. While political leaders
have boasted of 10 miilion jobs created since 1990, this represents a growth
in employment of just over 2 percent per year—a slow rate by any historical
standard. As a rate of job creation, the current expansion lies far below the
job-creating speed demons of the 1970s and 1980s; indeed it exhibits the
slowest rate of new job creation in a generation.* (See Figure 5.2.)

And what of unemployment? Although much was made of falling jobless-
ness in the expansion of the 1990s through early 1997, here again historical
comparison paints a different picture. By the time it reached the same age,
the Reagan expansion of the 1980s had reduced unemployment to almost ex-
actly the same level, from a higher point of departure, and with two more
years to run. It was only during the year 1997 itself that President Clinton’s
record on unemployment substantially improved on the Reagan expansion.
And the long period of growth through the 1960s enjoyed lower unemploy-
ment rates at every stage of the way, maintaining unemployment a full point
below 1997 levels for three years. Thus, the employment growth of the most
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FIGURE 5.3
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recent expansion came in the context of unemployment rates that are conso-
nant with those of the period after 1970; the good years of the first quarter-
century after World War II have not been recaptured. (See Figure 5.3.)

How is it that the economic growth rate of the 1990s was so much lower
than in the expansion of the 1960s, but that employment growth in the two
periods did not differ so much? The answer is the difference in measured pro-
ductivity growth. From Figure 5.4, we see especially clearly the defining dif-
ference between the period before 1970 and the period that followed.
Productivity growth in those earlier years typically exceeded 3 percent per
annum. In the period since 1970, in contrast, it has hovered near 1 percent
per year. And while in the late 1980s a number of economists began to sug-
gest that productivity growth might be returning to the higher trend of the
1950s and 1960s, the data since then show that this hope has not been real-
ized. There has been no productivity revival.

To summarize, the macroeconomic performance of the postwar period
seems clearly to divide at the watershed of 1970. The 1960s brought high
output growth, high productivity growth, and low job creation. The 1970s
and 1980s saw a collapse of productivity growth, so that fairly high rates of

output growth were sustained only by drawing many new workers into the
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labor force; in the 1990s this also disappeared, and we have been left with
low rates of output growth, low productivity growth, and low job creation.’
There remains a gulf, on the historical record, between economic perfor-
mance leading up to 1970 and what came later. There is little evidence for
the view, advanced by Republicans under Reagan in the 1980s and by Dem-
ocrats under Clinton a decade later, that new policies had succeeded in cur-
ing the problems of instability and stagnation.

This is not the place to assess in full the deeper question of why economic
performance went bad after 1970. We may merely note a wide difference of
opinion on the point. Those associated with events at the time favored a
model of external shocks, laying particular emphasis on the oil crises of 1973
and 1979. Those opposed most strongly to the Vietnam War pointed to a
failure of fiscal policy in the late 1960s, especially President Johnson’s reluc-
tance to raise taxes as the war accelerated in 1968. Monetarist economists
made much, at the time, of allegedly inflationary monetary policies, includ-
ing especially the contributions of the Federal Reserve to Richard Nixon’s re-
election campaign in 1972. And many partial explanations exist.®

FIGURE 5.4
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Whatever one’s explanation for the turning point of 1970s, it must also
account for the failure of economic growth and of productivity growth to re-
cover in the 1980s and 1990s. Thus, explanations based on the Vietnam War
or oil and other shock phenomena, perfectly good as explanations of the in-
flation that occurred at the time, tend to recede as candidate explanations for
slow productivity and output growth. The same goes for any pattern of ex-
planation aimed at associating allegedly inflationary monetary policies and
productivity growth. Inflation, after all, came to an end in the 1980s, but
slow growth persisted. Similarly, supply-side explanations rooted in the tax
structure of the 1970s fall off the table in the 1980s, since tax rates were radi-
cally reformed but productivity did not recover.

We are left with three possibilities. First, there is the idea that the slow-
down in productivity and output growth after 1970 is inexplicable, a force of
nature that economics is powerless to understand. This is the position to
which quite a number of frustrated students of the phenomenon have re-
treated, but it is obviously not very satisfying. Second, there is the possibility
that our economic measurements are entirely wrong, that the slowdown of
productivity growth is a statistical artifact, and that our perception of declin-
ing improvement in economic performance after 1970 is an illusion.” Al-
though this is an intriguing hypothesis and not without interesting
advocates, we are obliged at this point to leave it to further investigation.

Third, there is the possibility that the policymakers of the 1960s were
doing something right—something that the policymakers of the 1970s,
1980s, and 1990s all consistently rejected. In that case, the wounds of the
past three decades would have to be diagnosed as self-inflicted, as disasters
that could have been avoided but were instead accepted for political reasons.

The obvious candidate for this unthinkable possibility is Keynesian eco-
nomic policy. Presidents Kennedy and Johnson were committed to full em-
ployment. They both pursued high growth—and our evidence on the
importance of early growth spurts suggests that it was Kennedy’s actions in
this regard in the early 1960s, and not the Vietnam War, that were most im-
portant. They both fought to hold the line on inflation with direct interven-
tion in wage settlements and price setting—policies that succeeded, myths to
the contrary notwithstanding—as inflation slowed in 1968 despite full em-
ployment. These policies were all consistently rejected by their successors, or
else employed for only short periods of time immediately surrounding presi-
dential elections. If this interpretation is correct, the essential point is that in-
stability and stagnation became de facto national economic policy after 1970,

and this explains why stability and prosperity have never been restored.”
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For those who were working, growth in the real value of the average wage,
after adjustment for inflation, measures the course of change in living stan-
dards. As with productivity, history in this area shows a sharp break between
the high-wage-growth expansions of the 1950s and 1960s and the no-wage-
growth expansions after 1971. Before 1970, real wages tracked the growth of
productivity and production in the economy overall. After 1970, they ceased
to do so. Here again the expansion of the 1990s shows its kinship to the more
recent period, and its failure, so far, to break out of the poor-performance
mold cast a quarter-century ago. Real wages did not grow at all through the
first four years of the 1990s; only with unexpectedly rapid economic growth
and falling unemployment in 1996 was there any sign of progress. By mid-
1997 cumulative improvement in real wages had exceeded the records of the
1970s and the 1980s by a few percentage points, but it remained less than
half of what had been accomplished by the comparable phase of the
Kennedy-Johnson expansion, that is to say, by 1965.

Real wage growth fell sharply below measured productivity growth after
1970 (even though the latter also slowed). Does this mean that workers have

FIGURE 5.5
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lost ground to other claimants on economic income? One interesting answer
to this question hinges on the distinction between the consumption wage and
the production wage. The consumption wage is the purchasing power of earn-
ings in terms of the goods that workers purchase for their own use; the pro-
duction wage is the wage of workers adjusted for changes in the price of
commodities that they produce.’ (If you work at Boeing, your consumption
wage, like everyone else’s, is your basket of groceries and your rent; your pro-
duction wage is the fraction of one of those airplanes you might be able to
purchase.) A basic fact about American manufacturing workers is that they
produce advanced capital goods—computers, aircraft, machinery, instru-
ments—in disproportionate quantities, a fact that reflects the leading posi-
tion of American technology in the economic development of the planet. A
good many of these advanced American products are sold on foreign markets
to pay for our national imports of consumption goods.

Unfortunately for the average American worker, the relative price of these
capital goods—relative, that is, to the price of goods in the consumption bas-
ket—has been falling in recent years. This is partly because of the intense
drive for monopoly through technological change in the capital goods sec-
tor—a war of each against all in which the gains are large but transitory and
the struggle for advantage is all but eternal. As a result, American production
wages have continued to rise, roughly in line with productivity growth, and
therefore wages have not declined dramatically in relationship to profits. It is
consumption wages—Iliving standards—that have been stagnant or falling. It
may be cold comfort to the workers, but if we could live inside jet engines
and eat microprocessors, the problem of American wage stagnation on aver-
age would be less severe than it is."

When it comes to measuring the evolution of living standards through
time, there are unavoidable elements of paradox, ambiguity, and uncertainty.
These have to do, first of all, with the measurement of price changes. Many
consumer goods that are commonplace now, from compact disks to color
television to computers, did not exist a generation ago or were immensely ex-
pensive. The quality of a fair number of services, including jet air travel and
long-distance telephony, not to mention coronary bypass operations and kid-
ney dialysis, has also changed dramatically. The real value of such changes is
often not properly captured in the economic measures used to adjust for
changes in price. Because many aspects of improved product quality simply
cannot be measured, they are like an unseen price decline.

The presence of unseen price declines in many products would imply that

past measurements of inflation are overstated and that past measurements of
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the growth of real output and real wages are correspondingly understated.
The rate of improvement of real living standards must therefore have been
higher than we have been able to measure. Correspondingly, it would follow
that the average family was poorer in the distant past, relative to the present,
than comparisons based on official statistics would show."!

Thus, though measured median real wages have hardly changed, it is still
very probable that today’s median income household eats better, drives a safer
car, lives in a more comfortable home (much more likely to have, for exam-
ple, central air-conditioning), is healthier, and lives longer than thirty years
ago. And by most measures, the country was dirtier and more dangerous in
1966 than it is today. It is also true that nonwage compensation has risen and
that the quality of some services provided outside the wage package, such as
health care, is markedly better today than three or four decades ago. (On the
other hand, the quality of some public services—parks and mass transit in
New York City, for instance, and congestion on the Santa Monica Freeway—
has surely deteriorated over the same time.)

But whether unmeasured quality improvements can account, in whole or
parg, for the slowdown in measured productivity and real wage growth after
1970 remains doubtful. It would have to be shown that biases in price mea-
surement increased after 1970, due to an acceleration of unmeasured quality
improvement and other sources of inflation overcounting. It is possible that
some acceleration did occur, most notably with improvements in electronics
and very rapid reduction in prices of electronic goods (including computers
after 1980), and perhaps more broadly with an increase in product diversifi-
cation and “complexity.”’? But it remains unlikely that such developments
fully account for the slowdown in measured productivity growth. It is even
more unlikely that they could be credited with reversing it, silently, in the
most recent decade.”

In general, the official statistical history of the postwar years remains
standing in spite of the problems inherent in long runs of economic statistics.
This history tells us that the turn of the decade at 1970 was a watershed for
economic growth, productivity, and employment. In the years before, full
employment truly prevailed. Productivity growth was high, as was the
growth in real wages and living standards. Employment growth was low; but
this reflected the stability of demand for employment: employment growth
was enough to absorb the natural increase in the labor force and a steady in-
crease in the proportion of women wishing to work. After 1970, however, the
picture changed dramatically, and for the worse. Economic growth slowed, as
did growth of productivity. Many new workers were accommodated in em-



82 - CREATED UNEQUAL

ployment in the expansion of the 1980s, but only at dramarically reduced
rates of wage gain.

Equally, nothing yet overturns the official picture, according to which the
1990s expansion is of a piece with the years since 1970 and not those before.
The slow growth of productivity continues. The slow growth of average
wages also continues. There is little basis for the claim that economic perfor-
mance in the 1990s has been strong by any reasonable standard.

With stagnation of real wages, there has been a rise in the components of
income that are not directly linked to current productive activity. The squeeze
on wages and proprietors’ income as shares of all sources of personal income is
illustrated in Figure 5.6, which presents the proportions of personal income
attributable to different sources, decade by decade from the mid-1940s.
Through this period, wages and salaries have remained the major source of
personal income. But their share in the total has declined from a high of more
than two-thirds in the 1950s to about 59 percent so far in the 1990s.

Proprietors’” income fell even more sharply. The share of this item in total
income has fallen in half over forty years, from about 15 percent of all per-
sonal income in the 1950s to just over 8 percent in the 1990s." The decline
of proprietors’ income tells us about the kind of society we have become: ap-
parently less entrepreneurial and less hospitable to the family or small busi-
ness operation now, in relative terms, than we were a half-century ago.

What has taken the place of wages and proprietors’ incomes in total per-
sonal income? Not corporate profits, at least not the private distribution
thereof. (Corporate profits rose sharply in the 1990s but do not enter per-
sonal income unless they are distributed.) Dividends from the stock market
were about 3.3 percent of total income forty and fifty years ago, and they re-
main at about that figure today. Certainly capital gains, the appreciation in
value of existing assets, is a major development increasing the wealth of the
richest Americans relative to the middle class, and this reflects the valuation
of corporate profits not distributed to stockholders. Capital gains are concen-
trated among the very top percentile of the income distribution, but they are
not recorded as income in the national accounts data, and so fall outside the
purview of Figure 5.6.

Instead, the winners are of two kinds: receivers of interest and receivers of
transfer payments from the government—principally the elderly. Each type
of income has added ten full percentage points to its share of personal in-
come in the last half-century. Interest payments have increased from around

3 percent to a range of 13 to 14 percent of total personal income, depending
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FIGURE 5.6
THE SQUEEZE ON WAGES
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FIGURE 5.7

THE SHIFT TO TRANSFERS AND INTEREST
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partly on interest rates. Transfer payments have increased from about 6 per-
cent to a range of 15 to 16 percent, depending in part on the condition of the
economy. Figure 5.7 illustrates these trends.

Figure 5.8 shows the history of interest and transfer incomes. Both were
climbing through the 1950s and 1960s. But as the figure makes clear, they
diverged in the 1970s. Economic recessions boosted payments to individuals
in the form of unemployment insurance, and after social security payments
were indexed to inflation in 1972, that inflationary decade helped raise the
share of income going to senior citizens. Interest payments, on the other
hand, remained on their previous path until 1979, when the vast increase in
interest rates pushed them up within a few years by as much as four percent-
age points of income, from 8 to 12 percent. Finally, in the late 1980s the
share of interest payments in income suddenly declined, reflecting a diminu-
tion of debts at the end of the decade and, most of all, a sustained decline in
interest rates. Unfortunately, new debts have been fueling the most recent ex-
pansion, and the share of interest payments in income may soon resume its
increasing pattern.

Figure 5.9 shows transfer incomes by type. By far the largest is the rise in
personal interest payments—equal alone to just about the entire governmen

tal transfer sector. Among governmental payments, the largest category and
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FIGURE 5.8

THE GROWTH OF THE TRANSFER STATE
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the greatest growth has been in social security proper: retirement payments to
the elderly and survivors’ benefits to their dependents, plus health insurance
(Medicare). Other governmental transfers, including prominently supple-
mental security income (SSI), are the second largest category and the second
largest gainer. All other sources of government income, including unemploy-
ment insurance and welfare, are comparatively small. Veterans’ benefits tend
to decline as a share in national income as wars recede into time.

Taken together, these numbers tell a disturbing story. The story begins
with overall economic performance. The stagnation of aggregate wages stems
from the stagnation of economic activity after 1970; slow wage growth in the
current economic expansion stems from slow economic growth since 1991.

Second, and equally important, economic instability has increased. From
1960 through 1970, there were no recessions. From 1970 through 1992,
there were five. In no period have we enjoyed economic performance as
strong as that of the 1960s; in no period have we enjoyed growth as long; in
no period have we enjoyed growth as stable.

Third, as a clear result of instability and stagnation, the share of pay in
personal compensation has declined. This is not a simple story of rising prof-
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its and falling wages. Rather, both wage incomes and profit incomes have
been crowded by rising transfers and rising interest payments, and each of
these is once again the product of larger economic forces. Rising public trans-
fers occur because need increases when unemployment and economic insta-
bility strike and because the wage base to support a given set of needs
declines. Rising interest payments occur because of increasing debt and rising
interest rates. The rise of the Transfer State, in which interest and social secu-
rity sum to nearly 30 percent of personal income, is an artifact of policy and
performance.

So what is the relationship of these developments to the inequality of in-
comes? These trends are reflected in a comprehensive measurement of family
income inequality prepared by the Bureau of the Census. This is the Gini co-
efficient, a statistic that measures the cumulative departure from equality
across an entire distribution of income. The Current Population Survey,
which today has a sample size of around 60,000 households, permits reliable
calculation of inequality in family incomes back to 1968. Using sketchier data
sources, official estimates of this measure have been calculated back to 1947.

The Census Bureau’s measure of family income inequality usefully con-
firms that inequality was approximately unchanged from the end of World
War II until about 1970. More precisely, inequality in family incomes shows
no strong trend over this time. Inequality declined during the Korean War
and early 1950s, ticked upward in recessions, but then declined again as the
economy recovered. Beginning in 1969 or 1970, however, the picture
changes. Inequality, as measured by the census numbers, starts to rise. It con-
tinues upward through the 1970s and then, at an accelerated rate, in every
year of the early and mid-1980s. Only in 1988 or 1989 do the increases stop,
but after just a few years of stability, they resume.” Figure 5.10 illustrates
these movements.

In a loose analysis of turning points and trends, Figure 5.10 supports the
view that economic events underlie the great increases in inequality of
the past generation. We can detect the equalizing force of full employment
in the late 1960s. The transition to instability that produced rising inequal-
ity after Richard Nixon took over from Lyndon Johnson in 1969 is clear. So
are the huge increases in inequality that followed the recession and 10 per-
cent unemployment of the early 1980s. And we can see at least some slow-
down in the rate at which inequality got worse after the economy recovered
from that cataclysm.

But these movements are only suggestive. To see more precisely what the
linkages are and how they have worked out, we need to deepen our analysis.
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THE THREE-LEVEL ECONOMY

The essential point to grasp is that in dealing with capitalism
we are dealing with an evolutionary process. . . . Capitalism . . .
is by nature a form or method of economic change and not
only never is but never can be stationary. . . . Since we are deal-
ing with a process whose every element takes considerable
time in revealing its true features and ultimate effects, there is
no point in appraising the performance of that process ex visu
of a given point of time; we must judge its performance over

time, as it unfolds through decades or centuries.

—TJoseph A. Schumpeter, Capitalism, Socialism and Democracy

he drive to monopoly power, so obvious to Adam Smith and
Schumpeter, has been nearly obliterated from the conscious-
ness of modern economics insofar as the evolution of inequality is concerned.
An essential step toward restoring it is the identification of who the new mo-
nopolists really are and how they operate in the modern context. When this
is done, if it is done correctly and if the underlying premise is not mistaken,
then the importance of changes affecting industries and groups of industries,
as distinct from changes operating at the individual level, will become more
apparent. The more accurately chosen the structure of industrial groups—
that is, the better the taxonomy or system of classification—the more ex-
planatory power will be attributed, correctly, to the operation of forces
affecting such groups. '
I proceed in two steps. The first is to present a conceptual structure of in-
dustries: a stylized breakdown that tries to distinguish the principal types of

89
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industry in the American economy. Stylized taxonomies are very common in
the literature, and some of them, such as Robert Reich’s distinction berween
“symbolic analysts” and “routine-production” and “in-person services,” have
gained considerable popular acceptance.! Reich’s taxonomy is not far differ-
ent from mine, but with two distinctions. First, I will be classifying industries
rather than individuals, because the data and also to a great extent the econ-
omy itself are organized that way. Second, in what follows it will be possible,
broadly speaking, actually to reclassify the standard industrial categories ac-
cording to the stylized types. In other words, unlike many other analyses with
purely conjectural grouping schemes, this one applies to the real world.

As a first step, imagine a national economy entirely closed to trade. Such
an economy will have three basic types of activity in it. Some workers, per-
haps a fairly small number, will be employed as machine makers. Highly
skilled, they build the instruments that others use and develop the technolo-
gies that lead from one generation of machines to the next. We can call them
K-workers, where K stands for knowledge, or equally, for “capital goods.” K-
workers are those who produce airplanes and machine tools and who write
software, as well as the architects and engineers and some of the other profes-
sionals who give shape to the society in which we live. They include Reich’s
symbolic analysts, and then some.

We can often usefully distinguish between the truly irreplaceable knowl-
edge workers, those who actually control the keys to the kingdom, and their
production-line subordinates within the knowledge-based industries. De-
pending on the nature of the production process, the latter may, or may not,
be in a position to share the bonanza of a technological gold strike. But the
K-sector as a whole is the conceptual entity to be reckoned with, right down
to its janitors and secretaries in many cases.

A larger number of workers will be employed using the machines designed
in the K-sector. They will produce the goods that the whole population actu-
ally consumes: food, shelter, clothing, transportation, and entertainment.
They will do so in factories using machinery accumulated over the years from
the K-sector output. Some of their equipment will be new, some older, some
on the verge of retirement. We can call these workers, the machine users, the
C-sector, where C stands for “consumption goods.”

The C-sector, which includes much run-of-the-mill machinery and inter-
mediate goods production as well as all of the mass production of consumer
goods, is no monolith. Some factories are new, technologically advanced, up
and coming, and profitable. Others are old, run down, overstaffed, costly to

maintain, and barely able to turn a profit. Some C-sector factories employ di-
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rectly the armies of clerks, janitors, and secretaries they need to support their
productive operations—and pay these service workers wages scaled to the C-
sector norms. Others contract out their service functions and perhaps pay
less for these easily replaceable supporting workers.

This description of diversity within the C-sector is offered at the level of
the factory, burt it can be extended to the full range of companies and of in-
dustries as well. Companies are groups of factories. Industries are groups of
firms. At each level of grouping up, we will find differences of efficiency, unit
cost, market power, and potential profitability at each level of demand. (To
use a fancy phrase from a new branch of mathematics, fractal theory, we can
say that these entities are “self-similar at different scales.”) The C-sector is
highly heterogeneous.

Finally, there will be a large group of workers who use little or no capiral
equipment, and who do not produce machinery or goods and are not em-
ployed by companies that do. These are the services workers, the S-sector,
who live by their labor alone. They are the janitors, clerks, cashiers, secre-
taries, hairdressers, nurses and orderlies, masseurs and masseuses who in the
actual economy of the United States make up 80 percent of the working pop-
ulation, often employed in companies specialized to the provision of services
and the distribution of goods.

Now consider the wage structure in this highly stylized economy. There
will be a tendency for wages in the K-sector to be quite high, relative to all
the rest. Why? Because the K-sector is the sphere of modern monopoly
power—temporary, tenuous, and volatile though it may be in many cases.
The K-sector is also the sphere of innovation and luck. K-sector outcomes are
a lottery—winner-take-all on a huge scale.> Schumpeter described the phe-
nomenon with acuity:

Spectacular prizes much greater than would have been necessary to call forth
the particular effort are thrown to a small minority of winners, thus propelling
much more efficaciously than a more equal and “just” distribution would, the
activity of that large majority of businessmen who receive in return very modest
compensation or nothing or less than nothing, and yet do their utmost because
they have the big prizes before their eyes and overrate their chances of doing

equally well ?

This is the arena of the rat race, the shakeout, the scramble for technol-
ogy and the big score. Firms cannot afford to lose their top staff; the staff is
the firm. They therefore bid up the wages of their workers, from the top
down. Our most famous business wonder-boys of this half-century, from

[y
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Robert Noyce to William Gates, have operated in the K-sector. But the phe-
nomenon extends down to the level of engineers, designers, and marketing
wizards who permeate this sector, who view themselves as professionally
mobile and competitive, whose motivation for participation in economic
life is partly because it offers a chance at the big score.* And it goes on down
the line to the production workers as well, for such firms cannot afford the
disruption or even the standard inefficiencies and turnover of an unhappy,
underpaid labor force.

At the other end of the spectrum, the S-sector worker has very little lever-
age over her wages. Workers are easily replaced, the necessary skills are ac-
quired in a few days, turnover is high, and the sector is the last resort of all
those who might be displaced from higher-order occupations. S-sector
workers are not upwardly mobile. In a pure market economy, Malthusian
forces would dictate that S-sector wages would decline to the bare mini-
mum of subsistence. People who are desperate for work cannot be picky
about their wages.

Civilized economies do not, in fact, allow this to happen. Instead, civilized
societies universally set standards, by one means or another, to ensure a de-
cent minimum. Minimum wages are one way that this is done in America.
The social safety net is another. In modern Europe, minimums include free
public health care and higher education, alongside a plethora of urban public
services. Trade unions can extend the market power of C- and K-sector work-
ers to employees in the S-sector who have no market power of their own. In
many countries, restrictions on the right of employers to dismiss their em-
ployees create a kind of artificial leverage for S-sector workers. In the final
analysis, there is no market determination of S-sector wages, because market
forces push these wages down to politically determined social minimums,
and the social minimums effectively determine what those wages are. The
way to bring down S-sector wages is to undercut the minimums themselves,
politically, by weakening the social protections of the S-sector workers. Thus the
S-sector worker has an economic destiny governed by the relative power of
organized working people in the political system.

But what about the workers in the C-sector? Potentially, their wages do
depend on the economic fortunes of the companies they work for. That po-
tential may or may not be realized. Unlike those in the K-sector, C-sector
companies are not obliged by self-interest to raise wages in good times. Gen-
erally theyd rather not. Production workers in the C-sector can be re-
placed—something that is much harder to do when a firm’s reputation

depends on the perception of quality in its workforce. But on the other hand,
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C-sector firms may be forced to raise wages, if their workers are well orga-
nized and insistent and the conditions are right.

Thus the C-sector is the scene of a struggle for income shares whose out-
come is not strictly determined by either markets or politics. The outcome
will depend on tactics, strategies, the balance of forces, and larger economic
conditions. It may be determined on a company-by-company basis, with a
wide distribution of winners and losers, or it may be coordinated to a greater
or lesser extent across companies, either directly or indirectly through the ac-
tion of the unions.’

How can a firm in the C-sector fight off a wage increase at a time when
profits are high? One way is to threaten workers with technological change.
Each firm and each industry in the mass production sector is an amalgam of
older and newer factories and facilities. Typically, the older a factory, the
more labor it requires to produce a given output and the higher the unit labor
cost. Conversely, new factories are more automated, requiring less labor per
unit of output. So the threat to modernize, to automate, or to relocate is not
an idle one. Workers in older factories may be well aware that their future
employment depends on not pushing too far for higher wages, for that may
push their employers to automate away their jobs.

The effect of a new, labor-saving technology is to weaken the bargaining
position of production workers in the C-sector, who are at risk for their jobs.
In the first instance, the C-sector firm wins in this confrontation. The pro-
duction workers will make concessions, in the hopes of persuading manage-
ment to hold on to the older factory a little longer than it might otherwise
do. One can imagine that to some extent nonproduction employees—super-
visors, managers, and executives—will gain some of what the production
workers lose.

But even the C-sector executives cannot be the largest winners in this
process. At the end of the day, when the threat of a new technology is made
real, they have to buy the technologies with which they confront their work-
ers. The firms and their workers who sell technologies to the firms producing
consumption goods hold the trump cards in this game of technological
chicken. The workers within those industries who are truly irreplaceable—
the highly paid, salaried professionals and the tiny elite with profit-sharing
and stock options—hold the highest trumps of all.

Technology is therefore hardly the benign, impersonal force of so much
modern writing, an immanence operating smoothly and uniformly on the
destiny of individuals, independent from the business cycle and fluctuations
in unemployment. Quite to the contrary, technology, like everything else of real
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importance, is a political force, deployed for tactical and strategic advantage by
those who control it. Its implementation has winners and losers.

What happens when we reopen our hypothetical economy to interna-
tional trade? First of all, it is perfectly apparent that (like technology) trade
affects the K- and the C-sectors in radically different ways. Generally the
knowledge workers in the K-sector cannot be replaced from Hong Kong or
Thailand or the Dominican Republic. The industries they work in do not
exist outside a small number of the most advanced countries. Indeed, the
products of the K-sector will be sold worldwide, proof of their comparative
irreplaceability. Equally, aspiring K-sector workers from developing countries
must come to the advanced countries in order to work—and for the most
part they do.

C-sector workers, at their best, are only as competitive as the factories in
which they work; for them technologies are largely fixed by the designers and
engineers who establish how the plant will run. Within broad limics, facto-
ries can be moved; more precisely, they can be torn down in one place and re-
constructed in another, according to a different and usually superior
blueprint. Some, like garment sweatshops, are entirely footloose and easily
set up in backwaters the world over. Others, like automobile assembly plants,
require substantial and reliable infrastructure available in only a limited
number of places. In some, the threat of relocation has been reduced for po-
litical reasons—reasons like national security or trade protectionism. But the
basic fact remains: factories can be moved across national frontiers; workers,
as a rule, cannot be.

If the potential relocation of factories is to countries with lower average
wages than in the job-losing country, then the threat of expanded trade is ex-
actly like the threat of technological innovation. Job loss through reloca-
tion—or indeed to a growing foreign-based competitor—is just the same as
job loss through automation. And indeed, as many companies have discov-
ered, the two can be combined. That new factory in Chihuahua can have
both cheap labor and modern tools, working together to undermine the bar-
gaining power of the workers left behind in Dayton.

As a result, we have a developing asymmetry in the advanced economies.
The K-sector becomes larger over time as trade expands, and K-sector goods
dominate exports. The domestic C-sector tends to shrink, and C-sector goods
dominate imports. K-sector wages rise, while the power of workers in C-sector
firms diminishes. Both technology and trade strengthen the K-sector at the
expense of the C-sector, not because they “enhance skills"—workers in the C-

sector can be just as highly skilled as anywhere else—but because they
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strengthen the monopoly position of K-sector firms, and because they
weaken the bargaining power of C-sector workers. Since the C-sector is vast
and the K-sector is comparatively small, the result is an upward distribution
of income.

To summarize: In the K-sector, firms need workers, and knowledge work-
ers have an advantage. Wages and salaries, especially salaries, in this sector
drift upward under competitive pressure and in consequence of expanding
trade. In the S-sector, workers are vulnerable, insecure, and desperate for
their jobs. Wages in this sector tend to drift downward, unless sustained by
political and social pressures. In the C-sector, wages depend on the balance of
power between companies and workers. This in turn depends on worker or-
ganization, the larger social and political climate, and the potential twin
threats to employment of modernization and trade.

It is now time to measure, and then to explain, the pattern of change in in-
dustrial performance in America. If this stylized taxonomy is roughly correct,
we should expect to find three broad patterns of wage change through time: a
group of winners, associated with technology suppliers (K-sector), a group of
service providers with broadly declining relative wages that follow political
trends (S-sector), and an intermediate group influenced by a range of histori-
cal pressures on industrial demand (C-sector). We will never get a clean or
exact partition of the real world into our ideal categories; one cannot move
from a coarse and highly aggregated data set to a perfect classification of
every person. But the point is not to achieve the unachievable, but to see how
close we can get, to explore just how much our available information can tell
us about the world in which we actually live.

We begin by taking a fairly complex structure of industrial data, organized
by the government in the usual way, and reorganizing it into a relatively small
number of groups. The purpose of this exercise is to help us see what we are
doing and to deal with a very basic problem in the analysis of industries:
What, precisely, is an industry? The word industry denotes a collection of
economic activities; it represents a taxonomic category, a scheme of classifica-
tion. But if the scheme in actual use does not distinguish between entities
thar are truly different, or identify and group together entities that are truly
similar, then the grouping won’t be very meaningful or useful for under-
standing what is going on in the world.

Which definition of industry should one adopt? The important thing is to
design a classification scheme that efficiently organizes the information avail-
able. Ideally, we should search over all the possible classifications and choose
the one that most effectively separates observations into distinct groups, cho-
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sen in such a way as to give the strongest test of the research question we are
attempting to investigate.

For example, suppose you have started by assuming that change across in-
dustries does not matter to the wage structure. It is always possible, by well-
chosen misaggregation, to confirm this hypothesis, to find some ordering or
stratification or pattern of aggregations of the data according to which indus-
tries do not matter. A mishmash classification, averaging winners together
with losers, will lack cross-group differentiation. But the results in that case
are meaningless.

To achieve a meaningful test, we need to test the hypothesis that industrial
groupings do not matter against that scheme of industrial classification that
gives the strongest support to the counterhypothesis: if industries truly do
not martter, there should exist no classification scheme—or, at least, no eco-
nomically meaningful scheme—according to which they do.

The task then becomes that of discovering the strongest, most meaningful
pattern of classification in the data set. No arbitrary or purely traditional clas-
sification scheme—among them, the SIC—is likely to meet this test. These
schemes are descriptive, not analytical; they exist to facilitate the collection of
data, not their interpretation; they are not built on any consistent analytical
principles. A systematic classification scheme, one that follows a thought-
through set of classification principles, usually ought to do a better job—pro-
vided, of course, that the principles and method are sound.

[ have argued that industries should be classified according to their behav-
ior. The essential element in a scheme that attempts to do this is a measure of
industrial performance through time. Such a measure needs to be consis-
tently available in highly disaggregated form. It needs to be sensitive to many
different forces, including technology and trade. And it needs to hold
roughly similar meaning over the full spectrum of manufacturing activity, so
that the measure can be compared from one industry to the next.

In principle, one might suggest the use of industrial profits as a measure of
performance. But economic theory, useful in this case, tends to discourage
this. Theory suggests that capital markets smooth the flow of profits across
industries, so that even persistently successful industries are unlikely to show
persistently high profit rates through time. Instead, theory predicts that suc-
cessful industries will expand more rapidly and experience higher capital val-
uations—in the financial markets, something that our industrial data sets
unfortunately do not measure.

The use of production worker wage rates as an organizing principle is a

more promising possibility. Our rent-secking, monopoly-sharing view of the
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wage process suggests that wages will rise when industries do well and stag-
nate when they do badly. Even secretaries, janitors, drivers, and other service
employees, whose skills are wholly transferable from one industry to another,
are more likely to get a raise if they happen to work in a thriving industry
than in a slumping one.” Thus, patterns of change in average wages across in-
dustries can be, in principle, an effective tool for classification of the indus-
trial structure.

But the changing average hourly wage of production workers has an obvi-
ous drawback as a measure of industrial performance. It omits information
on payments to salaried employees, who are not paid on an hourly basis. In
many industries, the benefits of improved performance may flow dispropor-
tionately to salaried workers, and the more “advanced” an industry, the larger
the nonproduction employees are likely to bulk in total payroll. So it would
be useful to devise a performance measure that captures the relationship be-
tween production work, on the one hand, and total industrial earnings, on
the other.

After several experiments, a colleague and I developed a measure that does
a strikingly good job, and that is uniformly available for every industry, at
every level of disaggregation, for every year in our data (1958 to 1992).% This
is a measure of rotal employee annual earnings per production worker hour by
industry. We'll call this the P-measure.

The virtues of the P-measure as a practical measure of industrial perfor-
mance, easily computed from large data sets, became clear as we worked with
it. In an environment where large corporations like to pay dividends in a sta-
ble stream—a pattern of behavior that much of U.S. industry follows—total
employee earnings will closely resemble industrial value-added. Total payroll
or earnings divided by production hours is therefore closely related to indus-
trial productivity, and its change is closely related to industrial productivity
growth. Thus the P-measure is 2 good measure of how an industrial grouping
is performing in principle as well as practice.’

Many different forces will affect the P-measure, including productivity
growth but also changes in market power and position. An improvement in
technology should raise total output, and total earnings, per hour spent on
production. But so will a decision to move a production plant across the bor-
der to Mexico. Assuming that nonproduction workers (managers, sales,
R&D, and so on) are paid on average more than production workers (a safe
assumption!), both effects will tend to raise earnings in the United States rel-
ative to U.S. production hours. Similarly, a stronger monopoly position, or
one better protected from foreign competition by trade tarriffs or quotas,
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may cause earnings per hour to go up. So too an increase in sales to a pro-
tected market.

On the other hand, shifts in the allocation of earnings within an industry,
say from production workers to nonproduction workers or vice versa, do not
affect the P-measure, though they would (misleadingly) affect a measure
based on production worker wages alone. And since these shifts may occur
because of external pressures—the strengthening or weakening of unions or
federal wage standards, for instance, or of collective bargaining—they are not
related to industrial performance and we don’t actually want them in the P-
measure. The P-measure thus nicely captures the industrial forces that may
affect wages, profits, and employment, while leaving out redistributive forces
that do not operate along industrial lines.

Armed with this yardstick, let us tackle the industrial structure. Changes
in the P-measure through time measure changes in industrial performance. If
two groups of firms experience the same pattern of gain and loss, improve-
ment and deterioration, over a long period of time, that can only be because
the wide range of forces affecting the economy through history affects both
of these groups in essentially similar ways. Given a long history, we can infer
that the groups themselves are essentially similar in some underlying and im-
portant aspect of their operations.

The use of history and behavior for classification is a very common, even
standard practice, in other scientific disciplines where taxonomy matters.
Confronted with a rock or a fossil, one of the first things a geologist or a pale-
ontologist will do is to date it. The age of the specimen tells an enormous
amount about the kind of thing it is: it cannot be too closely related to rocks
or fossils that came millions of years later or millions of years before. The
best-known use of these techniques has been in the study of the paleontology
of dinosaurs, with revolutionary consequences for our understanding of
those creatures in recent years.'* Similarly, an epidemiologist or a clinical di-
agnostician will make a record of the course of symptoms of a patient and
compare the course of the symptoms with the known histories of disease, in
an effort to aid diagnosis or identify a mutant strain.

Economists have little tradition of classification of this kind. They are
rather like the Linnaean botanists, who classified by superhcial resemblance
without any sense of evolution. Or they are like the doctor who examines
only his patient’s current symptoms, but never asks for an account of those of
yesterday or the day before. Such botanists long since disappeared, and such

doctors would not generally have a successful medical practice. But econo-
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mists, who do little field or experimental work, have become accustomed to
accepting the Dewey Decimal-like classification schemes of government ac-
countants, without inquiring too closely into how well, or how poorly, such
schemes fit the purposes of economic research.

To break out of this pattern, and to do so within the resources of a lone re-
searcher, I too begin with a list drawn from the SIC. What I did with it, on
the other hand, was unconventional. Using a list of 139 standard industrial
categories,”" I first computed the P-measure—total employee payroll per
hour of production work—for each of these industries, for each year from
1958 to 1992. I next transformed this raw measure into its annual percentage
rates of change, from 1959 forward. This gives a thirty-three-year history for
each industrial category in the original scheme.

The next step is to ask what the relationship between these paths, or pat-
terns of industrial performance, has been. Where two paths are similar, we
form a group. Where they are distinctly and persistently different, it is likely
that the underlying industries will be assigned to different groupings in the
end. This is not an either-or process, of course. Rather, between each pair of
observations in the original data, there is a greater or lesser degree of similar-
ity in performance over time. What we must do is compute the relative de-
gree of similarity across all pairs of groups'? and organize the data to reveal
the whole complex structure of similarity and difference that the original
numbers possess.

This is a process that requires a great deal of computation and would be
impractical without a systematic procedure and a fast computer. The proce-
dure is cluster analysis, a technique for detecting similarity and difference.
With it, we are able to bring order to our otherwise long and inchoate list of
names of industrial categories, to reduce that list of 139 to a much smaller,
much more coherent, and on the whole more meaningful collection of
groups.” The technical details of our cluster analysis are discussed in the ap-
pendix to this chapter at the end of the book.

Table 6.1 shows the breakout of 139 three-digit industrial categories into
seventeen industrial groups. The groups are given descriptive labels as fol-
lows: Aircraft and Communications, Chemicals, Photographic and Elec-
tronic Equipment, Bikes and Precision Equipment, Oil, Ordnance, Grains
and Paper, Steel and Heavy Equipment, Construction Supplies, Machinery
and Building Equipment, Cars and Metals, Printing, Low-Technology Con-
sumer Goods, Food and Clothing, Women’s Apparel, Homes-Pottery-Wool,
and Tobacco-Hats.
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Short Name SIC Text
Machinery and Building
Equipment 259 Miscellaneous furniture and fixtures
265 Paperboard containers and boxes
282 Plastics materials and synthetics
289 Miscellaneous chemical products
308 Miscellaneous plastics products, n.e.c.*
325 Structural clay products
342 Cutlery, hand tools, and hardware
343 Plumbing and heating, except electric
344 Fabricarted structural metal products
345 Screw machine products, bolts, etc.
347 Metal services, n.e.c.*
349 Miscellaneous fabricated metal products
354 Metalworking machinery
356 General industrial machinery
358 Refrigeration and service machinery
361 Electric distribution equipment
362 Electrical industrial apparatus
363 Household appliances
364 Electric lighting and wiring equipment
394 Toys and sporting goods
Homes, Pottery, Wool 223 Broadwoven fabric mills, wool
245 Wood buildings and mobile homes
326 Pottery and related products
Oil 252 Office furniture
291 Petroleum refining
295 Asphalt paving and roofing materials
Aircraft and Communications 366 Communications equipment
372 Aircraft and parts
Cars and Metals 329 Miscellaneous nonmetallic mineral products
335 Nonferrous rolling and drawing
336 Nonferrous foundries (castings)
346 Mertal forgings and stampings
369 Miscellaneous electrical equipment and
supplies
371 Motor vehicles and equipment
Women’s Apparel 233 Women’s and misses’ outerwear
238 Miscellaneous apparel and accessories
393 Musical instruments
Grains and Paper 203 Preserved fruits and vegetables
204 Grain mill products
205 Bakery products
207 -« Fats and oils
254 Partitions and fixtures
261 Pulp mills
267 Miscellaneous converted paper products
273 Books

(contined)
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TABLE 6.1 (continued)

Short Name SIC  Text
Steel and Heavy Equipment 331 Blast furnaces and basic steel products
332 Iron and steel foundries
333  Primary nonferrous metals
341 Metal cans and shipping conrainers
351 Engines and turbines
352 Farm and garden machinery
353 Construction and related machinery
374 Railroad equipment
Ordnance 348 Ordnance and accessories, n.e.c.”
379 Miscellaneous transportation equipment
Tobacco, Hats 214 Tobacco stemming and redrying
235 Hars, caps, and millinery
Construction Supplies 242 Sawmills and planing mills
253  Public building and related furniture
327 Concrete, gypsum, and plaster products
334  Secondary nonferrous metals
Printing 236  Girls’ and children’s outerwear
275 Commercial printing
278 Blankbooks and bookbinding
279  Printing trade servies
359 Industrial machinery, n.e.c.*
391 Jewelry, silverware, and plated ware
399 Miscellaneous manufactures
Phorographic and Electronic Equipment 367  Electronic components and accessories
386 Photographic equipment and supplies
Special cases (outliers)
Cigars 212 Cigars
Tobacco 213  Chewing and smoking tobacco
Fur 237  Fur goods
Logging™* 241 Logging
Periodicals** 272 Periodicals
Publishing (miscellaneous) 274  Miscellaneous publishing
Greeting cards 277  Greeting cards
Petroleum and coal** 299 Miscellaneous petroleum and coal products
Rubber and plastic footwear 302 Rubber and plastic foorwear
Footwear cut stock 313  Footwear cut stock
Leather gloves 315 Leather gloves and mittens
Luggage 316 Luggage
Handbags 317 Handbags and personal leather goods
Leather, n.e.c.* 319 Leather goods, n.e.c.*
Computers** 357 Computer and office equipment
Audiovideo™* 365 Houschold audio and video equipment
Missiles** 376  Guided missiles, space vehicles, parts
Search and navigation 381 Scarch and navigation equipment
Medical** 384 Mecdical instruments and supplies
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Short Name SIC  Text

Probable misclassifications
395 Pens, pencils, office, and art supplies
231 Men’s and boys’ suits and coats
243 Millwork, plywood, and structural
members
251 Household furniture
276 Manifold business forms
396 Costume jewelry and notions
328 Cut stone and stone products

*n.e.c. = not elsewhere classified.
**indicates used in inequality calculations.

Most of these groups are recognizable as cohesive, internally at least some-
what similar, and mutually distinct. In some cases, such as the inclusion of
beverages and cigarettes (and possibly newspapers as distinct from other
printing) in the chemicals grouping, the classification scheme has analytical
force. In others, the results may look surprising at first, less so on reflection.
For instance, girls’ and children’s outerwear seems oddly assorted with print-
ing, and far removed from other garment trades and even from the larger
body of women’s clothing.'* But what are girls’ and children’s outerwear, if
not—oprints? Too, the similarity of aircraft and communications equipment
manufacture is at least suggestive: both of these industries are highly concen-
trated, and both supply advanced goods to operators of networks.*

A few clusters (Homes-Pottery-Wool; Tobacco-Hats) are evidently grab-
bags of miscellany. Not every parallel path in history is linked by organic ne-
cessity, yet even here, the fact that these products are all made substantially by
hand may explain their similar patterns of industrial performance through
time. The bicycle-motorbike grouping includes measuring and controlling
devices (actually, a larger industry) and ophthalmic products for no reason
known to me. Pens and pencils associate with food and clothing, and there is
no clear reason why men’s suits should align with cars. A few small categories
such as toys, cut stone, and musical instruments also turn up where they
might not be expected.

No classification scheme based purely on numerical techniques will ever
satisfy every critic. But this is unnecessary. The scheme does not need to be
perfect; it needs only to be good for a purpose. And this one is successful for
the purpose we seek, for it succeeds at distinguishing between major modes
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or processes of production. One can pick at it here and there, but from this
standpoint, it makes only a few incontrovertible mistakes, and most of these
involve minor industries with few employees. Compared to the arbitrary ac-
counting categories of the SIC, this scheme is characterized for the most part
by intuitive good sense. And because it is based systematically on a common
measurement and classification technique, it has what the standard schemes
lack: a rationale. For this reason, I have resisted the temptation to “fix” even
the more obvious “errors,” except in some very minor cases where they would
merely clutter the table. Rather, I present the whole classification scheme as it
emerged from the computer, in the belief that, warts and all, the internal
consistency of these groupings will strike the fairminded reader as impressive.

In addition to the seventeen groups, we have another nineteen individual
industries, whose performance on the P-measure so deviated from all of the
others that they could not be grouped together under the same principles of
numerical similarity. Some of these outliers are evidently similar to each
other: a number are drawn from different aspects of the leather trades, and
others are part of the tobacco industry. A few are spun out from printing: pe-
riodical and miscellaneous publishing and greeting cards. A half-dozen oth-
ers are simply idiosyncratic, full stop: computers, missiles, search and
navigation equipment, logging, audiovideo equipment, medical supplies. In
what follows, we treat the large idiosyncrasies as special cases and ignore the
smaller ones.

Let’s take a step back and ask, Do these classification results tell us any-
thing directly about how differences in industrial performance occur? In gen-
eral terms, [ think they do. An impressive fraction of industrial categories are
grouped together according to the nature of the production processes that
they employ. Thus, chemical processes are strikingly uniform, in their pat-
terns of industrial performance through time, over a wide range of differing
types of product. Food and textiles—processed agricultural products—fall
into a single closely knit pattern. The exceptions are grains and paper, which
are processed on a strikingly larger scale and are grouped together, perhaps
for that reason. Machinery resembles other machinery more than it resem-
bles anything else. Here the exception is in the case of particularly heavy ma-
chinery, which resembles iron and steel. Car manufacture resembles (and
probably dominates) a range of forging, stamping, and foundry sectors;
printing and plating seem to be grouped together. In all of these cases, the
dominant principle appears to be commonality of process rather than simi-
larity in final market or the particular nature of the final product.

Table 6.2 presents information on employment for the seventeen group:
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ings plus computers, missiles, logging, audiovideo, medical equipment, and
periodical publishing. The machinery sector, cars and metals, and the group
of ordinary (low-tech) consumer goods producers are among the largest em-
ployers. Chemicals, steel and heavy equipment, aircraft and communica-
tions, food and clothing are all smaller, in the range of a million workers
apiece. The groups covering photographic and electronic equipment and the
manufacture of computers are smaller still.

The table also tracks the evolution of employment across selected major
groupings through time. Its most prominent feature is the very sharp decline
in employment in three large groups from the late 1970s through the early
1980s: machinery and building materials, cars and metals, and steel and
heavy equipment (which together lost over a million workers). Low-tech
consumer goods have lost as much employment as the car-and-metals group-

TABLE 6.2

EMPLOYMENT BY INDUSTRIAL GROUP, SELECTED YEARS
(In Thousands)

Year 1958 1970 1980 1992
Machinery and Building Supplies 2595.4 3418.8 3824.2 3439.7
Food and Clothing 2325.2 2475 2312 2088.6
Cars and Metals 1690.8 2105.2 2184.7 1959.2
Chemicals 1397.9 1598.9 1688.1 1476.2
Printing 730.8 914.6 1127.1 1257.5
Grains and Paper 878.6 874.7 875.5 1059.4
Steel and Heavy Equipment 1317.8 1555.5 1543.8 815.5
Aircraft and Communications 860.3 1110.3 1146.7 786.7
Low-tech Consumer Goods 758 812.4 811.8 657.1
Electronics and Photographic Equipment 258.1 452.3 612.5 607.3
Construction 462.6 426.3 440.3 385.6
Women’s Apparel 436.4 498.2 542.1 352.7
Bikes and Precision Equipment 146.4 201 276.3 314.2
Computers 121.6 221.7 381.4 248.6
Medical Supplies 41.7 77.6 129.8 263.3
Missiles 248 212.7 140.7 149.3
Qil 192.6 172 187.3 168.4
Periodicals 66.7 77.1 77.8 116.7
Homes-Pottery-Wool 122.9 142.6 126.2 105.9
Ordnance 56.5 211.5 117 109.8
Logging 71.7 76.1 96.5 83.8
Audiovideo Equipment 73.9 108.4 87.5

Tobacco-Hats 50.4 29.3 291 25.6
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ing, but more smoothly over time. In very modest contrast, employment in
printing and in electronics has been on an upward trend, while that in com-
puters rose in the early 1980s before falling in the second half of the decade.
Overall, employment in manufacturing declined by about 3 million workers
from 1979 through 1992.

Figure 6.1 summarizes employment trends in manufacturing over the en-
tire period from 1958 through 1992. This was a time when overall employ-
ment in the economy nearly doubled, from 65 to 118 million persons,
equivalent to a reading of 1.8 on the horizontal scale of this diagram. In com-
parison, manufacturing employment has grown very little during the four
decades since Dwight Eisenhower left office. Major industrial sectors, such as
food and clothing, consumer goods, women’s apparel, home building, air-
craft and communications, and oil, have fewer employees than they did a
generation ago. Chemicals and cars and metals have scarcely more. A few big
losers include steel and heavy equipment, missiles, and the tobacco group.
(Some of these changes, perhaps, are not to be regretted.)

Overall, the shift in employment shares across industries does not appear

FIGURE 6.1
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to be closely related to our measure of industrial performance. The largest
declines in employment are not in the sectors with the highest rates of pro-
ductivity growth. Equally, some of the slower-growing groupings, such as
chemicals, have fairly high rates of productivity growth, while in others, such
as steel, the relative rate of change of productivity seems to have been com-
paratively slow.

The greater part of employment changes is therefore probably due to
shifts in the composition of demand, changes in technology, and displace-
ment by imports. The major employment growth in manufacturing has been
very strongly oriented toward information processing: computers, electron-
ics, and printing and publishing among them. But there are also demand
shifts straightforwardly related to changing patterns of consumption. Med-
ical equipment, a small sector with a sixfold increase in total employment
over thirty-five years, outstrips them all, a fact that doubtless reflects the ris-
ing expenditures of Medicare, Medicaid, and private insurance plans on
health care, especially for the elderly.

So how well did these industrial groups do? Figure 6.2 presents the cumu-
lative change in the P-measure over the thirty-four-year period, for each of
the seventeen major groupings and all nineteen of the special cases. This fig-
ure gives a comprehensive and numerically precise relative ranking of Ameri-
can industrial performance. From it, we can read the names of the winners
and losers in the industrial structure, in order, and gain some sense of the dif-
ference in degree of cumulative performance gain between them.

At the top of the performance ranking are computers—no surprise
there—followed by missiles and search and navigation equipment. Aircraft
and communications rank high, as do chemicals, photographic and elec-
tronic equipment, bikes and precision instruments, and medical supplies.
Here, broadly, are the most knowledge-intensive elements of the K-sector.
Lower down on the list we find the heavy industrial and agricultural sectors:
steel and machinery, grains and paper, industrial machinery, cars and metals.
These are better classified as mass-produced durable goods, whether pur-
chased primarily by consumers, by business, or for export. Lower still come
the strictly-for-the-consumer goods-producing sectors: low-tech consumer
goods, food and clothing, women’s apparel. Footwear and furs come along at
the bottom.

A few (tiny) special-case industries provide some interesting perspectives.
We observe the very high relative performance of various tobacco-related sec-
tors (close to chemicals, where the largest single element of this industry, cig-
arettes, is to be found). Handbags and luggage are characteristic examples of
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product transformation over a generation, as leather gave way to nylon and
other synthetic fabrics, hard shell suitcases to soft shoulder bags.

Figure 6.3 provides some historical perspective on changing industrial
performance for selected clusters. The graph shows that the great divergence
across clusters is of recent vintage. Through the 1960s, productivity in most
American industries rose at comparatively uniform rates. Only in the 1970s
do large gaps between the winners and the losers begin to appear. In the
1980s computers begin their ascent to the stratosphere, when compared with
the performance of all other sectors. The graph reveals the improving relative
position of aircraft and communications in the early 1980s, and the slump-
ing position at the same time of the steel and machinery sector. Steel and ma-
chinery began the decade on a par with chemicals and ended it on a par with
the cars and metals and food and clothing clusters. Rubber and plastic
footwear, a trivial industry, is included to show the lower bound of U.S. man-
ufacturing performance.

Once again, what does this broad-brush comparison of industrial perfor-
mance tell us? In the most general terms, it suggests that industries that pro-
duced advanced equipment of many different kinds did very well in the

FIGURE 6.3
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United States over the past forty years, while industries producing hand
goods did poorly. Between these extremes, we find the broad spectrum of
consumer goods and industrial machinery sectors, with processed goods to-
ward the top of the range and hand assembly toward the bottom. There are
exceptions to this generalization—tobacco and greeting cards, as we have
seen—but they tend to be minor.'"

The historical pattern of Figure 6.3 tells us that the great divergences in
industrial performance revealed in the sweeping summary of Figure 6.2 are
not universals of history. They are in fact comparatively recent. From 1958
through 1970, virtually all industries show remarkably compressed and
nearly equal performance trends; there is little divergence that can be charac-
terized on technological or any other grounds. It is only after 1970 that the
great dispersions open up and the K-sector begins its rise in comparative
terms. Only after 1970. The question immediately arises whether diver-
gences in industrial performance and the great increase in inequality of wages
that also begins around 1970 may be linked.

So if the K-sector has, since 1970, outperformed the C-sector in terms of
changing payroll per productive hour—essentially a measure of the change in
value-added per hour—does this translate into actual employee earnings?
Not surprisingly, the answer is yes. Figure 6.4 presents the relationship be-
tween industrial performance, measured over the whole span from 1958
through 1992, and the growth in the average annual earnings of all employ-
ees in each industrial grouping. The figure reveals a phenomenon that we will
meet several times: a two-part or split pattern in the relationship between
performance and pay.

Notice first the industrial groups at the top of the diagram—those whose
growth in nominal average annual earnings over the thirty-four years exceeds
about 6.5 times and whose industrial performance has improved by a factor
of seven or more."” This group includes computers (on the far right of the di-
agram), missiles, aircraft and communications, photographic and electronic
equipment, bikes and precision equipment, chemicals, and medical supplies.
For this group, the relationship between changing industrial performance
and the improvement in total employee earnings is nearly horizontal. While
average earnings gains per employee are higher here than elsewhere, they top
out below a value of 7.5. Performance gains, on the other hand, frequently
exceed cight times and range as high as thirteen. Overall, the variation in per-
formance change for this meta-grouping of manufacturing industries is far
greater than the variation in the change of average employee earnings.

An almost opposite pattern characterizes the remaining industrial group-
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FIGURE 6.4
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ings, whose nominal performance gain is less than a factor of eight and whose
average nominal earnings gain is less than a factor of 6.5. This set of groups,
from construction, logging, oil, and grains and paper at the top of the dia-
gram, to women’s apparel at the bottom, experienced a much narrower range
of performance improvement that tends to be a much better predictor of
total earnings variation.

The set to the upper right is our knowledge economy. It is a set of indus-
tries that have performed well, hence a high general level of average earnings
gain. But beyond this, it is also the set of industries that are transforming
themselves most rapidly over this time, a transformation visible in these data
mainly as an increase in the proportion of salaried, nonproduction workers
they employ and the resulting rightward distribution of these industries
across the chart. The set to the lower left is our consumption sector. It con-
tains the industries mainly producing mass consumer products and standard
industrial supplies. Here the share of nonproduction workers in total payroll
has been rising much less rapidly,if at all. This comparatively low rate of
transformation, in most parts of the C-sector, explains the relative uniformity
of performance rankings in this part of the diagram.”
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FIGURE 6.5
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While Figure 6.4 is based on the average earnings of all employees for each
industrial grouping, including salaried and nonproduction employees, Fig-
ure 6.5 narrows the focus to the relationship between industrial performance
and the wages of production workers. As the theory of industry-specific labor
rents predicts, production workers share in the performance gains of their in-
dustries. Here, indeed, an approximately linear relationship is very clear: mis-
siles, aircraft and communications, and chemicals at the top on both
measures, women’s apparel at the bottom, and the rest spread out in between.

The difference between the two figures suggests that the distinction be-
tween the K-sector and the C-sector mainly affects the share of toral pay
earned by nonproduction workers. The distinguishing feature of the K-sector is
a sharp increase in this share: between 1970 and 1992, it rose from 50 to 56
percent of payroll in aircraft, from 55 to 66 percent in communications,
from 47 to 57 percent in electronic components, and from 50 to 80 per-
cent—a huge jump—in computers. By contrast, in a typical C-sector indus-
try, such as motor vehicles, the share of total payroll going to nonproduction
workers was both much lower and more stable. In the motor vehicle sector, it

actually fell from 24 to 23 percent.
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This shift in K-sector payrolls is a combination of two things: an increase in
the relative pay of nonproduction workers and an increase in the proportion
of total employment off of the production lines. Of these, the first is to be
found throughout all branches of manufacturing; there is a rise in relative pay
of salaried workers that does not appear to be strongly industry specific. The
second is the thing that really distinguishes the K-sector. The proportion of
nonproduction workers in total employment was below 40 percent in almost
all sectors in 1958. By 1992 it was characteristically around half even in such
large K-sector groupings as aircraft, and considerably higher than that in some
others. This was partly due to a rise in the absolute numbers of nonproduc-
tion workers, and partly to a decline in the production component, some of
which was caused by internationalization of production processes in this sec-
tor. Thus nonproduction employees rose from 42 to 48 percent of employ-
ment in aircraft from 1970 to 1992, from 32 to 40 percent in electronics,
from 45 to 53 percent in drugs, and from 45 to 64 percent in computers. In
motor cars, the proportion stayed constant at 19 percent, a figure typical for
the C-sector.

K-sector production workers started out in 1970 with wages that were a
relatively high fraction of those of their own salaried colleagues. This pre-
mium was about twofold in such low-wage, labor-intensive manufactures as
women’s apparel, food and clothing, and footwear, but within a range of just
20 to 40 percent for high-wage, salary-dominated groups such as aircraft and
communications, chemicals, and publishing.” Over the years from 1970 to
1992, the premium paid to nonproduction over production workers rose in
most of American industry, and by very similar amounts—generally 10 to 20
percent. But in some parts of the K-sector, including aircraft, communica-
tions, and chemicals, it actually did not rise at all. Thus, surviving produc-
tion workers in these particular high-wage industries actually did better,
relative to salaried workers, than they did in industries that did not expand
their nonproduction employment. Because their sectors have done relatively
well, so have they. K-sector production workers have captured part of the
rents that improved industrial performance and strengthened monopoly
power have earned. It follows that what has really transformed the K-sector
since 1970 has been the increased relative employment of nonproduction
workers, something virtually invisible in the C-sector.

Figure 6.6 compares cumulative gains in average employee earnings di-
rectly to cumulative gains in production worker wages for the period 1958
through 1992. The figure shows that for industries in the C-sector, which are
dominated by production workers, changes in total earnings and changes in
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production wages are closely correlated. Virtually everywhere, gains in
hourly production wages lagged behind the change in total earnings; the
salaried classes gained on the workers. But the proportions are similar across
industries; they all seem to fall just moderately above the diagonal that would
indicate equal improvement, and they reflect the common increase in the rel-
ative pay of salaried workers compared to production workers. On the other
hand, differences in cumulative gains across industries appear larger. The
bigger gaps in this part of the diagram are between construction supplies and
women's apparel, affecting production workers and nonproduction workers
alike in these sectors.”

When we move up the stem to the K-sector, however, the correlation be-
tween gains in production wages and gains in total earnings disappears.
Within the K-sector, production workers face a range of outcomes ordered
along a spectrum. The spectrum runs from the most worker-friendly (mis-
siles, so help us), to moderately so (aircraft, chemicals), to the distinctly un-
friendly photo-electronics and medical groupings, and to computers, the
least friendly of all.?' Only salaried workers do consistently well in these most
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unstable, most dynamic parts of the K-sector, which appear to combine the
worst features of monopolism and cutthroat competition, at least from the
production worker’s point of view.

This analysis teaches that the knowledge and consumption sectors of the
industrial economy are not conjectures. They exist. They can be picked out
of the dara. Particular groups of industries can be assigned to one or the
other.”? The behavior of these two great sectors differs mainly with respect to
their nonproduction workers. The internal employment structure of the C-
sector appears today not very different from a generation ago. That in the K-
sector, on the other hand, is totally transformed.

The concentration of this transformation of employment inside the K-
sector is a telling argument against a one-size-fits-all vision of “skill-biased
technological change” affecting labor demand throughout the economy. If
new technologies were truly driving an increased demand for skill, then tech-
nology-using industries—the manufacturers of consumer goods—would be
increasing their share of (computer-using) nonproduction employees as
much as everyone else. But they are not doing this. Although nonproduction
salary premiums increased in the C-sector, relative employment did not; C-
sector firms appear stuck in the old-fashioned business of employing produc-
tion workers to make consumption goods.

This behavior is consistent with a general shift across industries in the
power of managers relative to production workers. It is not consistent with a
skill-biased demand-for-labor model, which would be obliged to predict ris-
ing relative employment of skilled salaried employees in technology-using
sectors. Conversely, in some parts of the K-sector, we also find that relative
employment of nonproduction workers increased while their relative pay did
not. This is again inconsistent with the demand-for-labor model. But it is
consistent with the idea that the K-sector generally divides the benefits of its
industrially based, technologically driven monopoly power between its pro-
duction workers, on the one hand, and an expanding corpus of nonproduc-
tion employees, on the other. This is behavior we do not observe in the
C-sector.

The notion of skill bias in technological change would thus appear restricted
to those few parts of the K-sector where both relative wages and relative em-
ployment of nonproduction employees strongly increased—something that is
especially characteristic of just one industry: the production of computers. This
is a restriction on the applicability of the skill-bias notion that no economist
has yet advanced or defended. And if not skill bias, something else must explain
the employment transformation of K-sector industries. What else can explain
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i An increase in the monopolistic power of K-sector firms, combined with a
propensity to distribute monopolistic rents to those parts of the enterprise con-
cerned with research, development, administration, financial control, advertis-
ing, and similar activities, explains it very well.

This analysis thus suggests three distinct and cross-cutting sources of in-
creased inequality in wages and salaries. First, there is a general increase in the
differential between production and nonproduction workers; this reflects a
general shift in the balance of power after 1970 toward management and
away from labor. Second, there is a shift toward the employment of a fairly
small number of highly paid salaried employees in the K-sector; this is well
explained as resulting from the disposition of increased monopoly rents
earned in the sector.

Third, for those production workers who survive in the K-sector, along-
side their far more numerous colleagues in manufacturing at large, the evolu-
tion of wages has depended heavily on the dispersion of industrial
performance. The K-sector industries dominate on the performance mea-
sure, and the relative wages of production workers in this sector have im-
proved to a comparable extent. But why? How is it that patterns of industrial
performance, which were so very similar across industries for the dozen years
before 1970, suddenly and radically diverged in the twenty-two years that
followed? Can we pick out the precise moments that this occurred, and to
whom? Can we identify the particular patterns of interindustrial divergence
in performance that evidently lie behind the final realignment of production
wages and the great splitting of the K-sector from the C-sector? Can we, in
other words, isolate the forces of history that drove this upheaval? I believe all
of this is possible; indeed it is the next phase of this study.
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THE PATTERNS OF
INDUSTRIAL CHANGE

The discovery, and useful application of machinery, always
leads to the increase of the net produce of the country . . . [but]
the opinion entertained by the laboring class, that the employ-
ment of machinery is frequently detrimental to their interests,
is not founded on prejudice or error, but is conformable to the

correct principles of political economy.

—David Ricardo, On the Principles of Political Economy and Taxation,
3d edition, Chapter XXXI

Let me recap the analysis to this point. First, we identified a set
of distinct industrial groups, based on similarities and differ-
ences in industrial performance through time. We identified a broad rela-
tionship between capital goods providers, capital goods users, and service
providers, to help guide our expectations about the relationship between in-
dustrial performance and wages. We showed that these distinctions are useful
in interpreting the performance of industries and the behavior of both earn-
ings and wages across industrial groups. Particularly since 1970, the U.S.
manufacturing sector has evolved in ways that strongly differentiate the tech-
nology providers from technology-using industries in practice, mainly be-
cause performance was better in the K-sector and also, as theory predicts, the
monopolistic earnings from this superior performance flowed to nonproduc-
tion workers in the K-sector, sharply and especially increasing their relative
numbers.

117
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But while all of this is suggestive, it falls short of a systematic approach to
finding the sources of industrial change. We have learned, for instance, that
production workers in the aircraft and communications sectors did compara-
tively well mainly because the sector within which they worked did compara-
tively well." We have seen that this pattern of increasing dispersion in
industrial performance begins around 1970, which is in line with the larger
increases in measured inequality of wages and incomes. But we have not yet
come to grips, precisely, with the causes of this change or with how it played
out over time.

This chapter presents a study of the evolution of the American industrial
structure from 1958 to 1992, of the sources of difference in industrial perfor-
mance across groups. Of these, it turns out, the four most important appear
to be the cycle of business investment, the scale or volume of consumption,
trade protectionism, and military procurement.

Our task is to examine the driving forces behind the divergence in indus-
trial performance that, as we have observed, hit the U.S. economy following
1970. What caused the industrial structure, whose performance up to that
point had progressed more or lessly evenly and consistently across industrial
groupings, to break apart?

Remember that our economic groups are internally as similar as possible,
yet externally they are as different as they can be made to be. This is a useful
property, for it enables us to focus on the variations in industrial performance
between our major groupings, while ignoring the smaller variations within
each of these groups.? The variations between groups are the basic forces that,
because they affect the different industrial groupings systematically and in
differing ways, account for most of the dispersion in industrial performance
that we have observed.

Four such forces account for just over 60 percent of the total variation.’
The first eight figures in this chapter make the case for identification of these
four forces. In each case we have two types of reinforcing evidence. The first
is a kind of score: How important was the force in question, in relative terms,
to each industrial group? By looking at this pattern of canonical scores, we can
often make an educated guess about the nature of the thing we are looking at.
Indeed, the scores can be plotted against total performance change for each
grouping, or against changes in wages or average earnings, in ways that pow-
erfully reveal not only the relative importance of each force for each group of
industries, but also the contribution of that force to the overall pattern of di-
vergence in industrial performance.

[ name the first and most important force “technology.” Figure 7.1 presents
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the reasons. On the vertical axis we see the cumulative performance change of
American industries, from 1958 through 1992, measured by the P-measure
and ranked as they are from computers at one extreme to home building at the
other.

On the horizontal axis we have the group scores for each industry in terms
of the first force (“canonical root”), which accounts for 24 percent of the vari-
ation in between-group industrial performance over the thirty-four years.
Notice that aircraft and communications equipment are at the top of the
pile. Computers, medical supplies, missiles, and electronics rank high, fol-
lowed by chemicals, grains and paper, and then by a mass of less dynamic
clusters. Ordnance, substantially unchanged since World War II, and home
building (likewise) bring up the bottom of the list. My case that this force re-
flects the main patterns of technological change is based substantially on
commonsense evaluation of this ranking of relative scores.

The figure illustrates that a high ranking on the technology force is associ-
ated with strong industrial performance over time. This reflects two things:
the fact that the movement of this force accounts for nearly a quarter of all
variations in industrial performance, and the fact that the association is posi-
tive. Not all industrial performance is accounted for by a strong ranking on
this force. Something else, some other pattern of forces, is clearly at work in

FIGURE 7.1
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the performance of the computer sector, for example. The same is true, less
importantly, of missiles, and in the trivial case of cigars, both of them
strongly affected by the peculiar global politics of the cold war. But a com-
mon pattern of movement through time clearly does explain a lot of the vari-
ation in industrial performance, and it is therefore interesting to ask what
that pattern of movement through time corresponds to in history.

The second type of evidence addresses this question. It is a close match be-
tween the pattern captured by a canonical root and particular historical time
series. Figure 7.2 compares the technology force to a measure of change in in-
vestment over time.* The close correspondence is not accidental. Investment
is the way in which new technologies are incorporated into the capital stock
and into economic life. Thus a close correspondence between these two series
is exactly what one should expect, if the hypothesis linking the first force to
the progress of technology is correct.

Technology is multidimensional, and I do not claim that all aspects of
technological change are wholly encapsulated in the single ranking of Figure
7.1. But the pattern of Figure 7.2 does seem to capture the essential low and
ebb of new technologies into new investment and into the capital stock. It

FIGURE 7.2
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FIGURE 7.3
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therefore provides a way to give precise measure to two phenomena: variation
in the uptake of technological progress through time and the relative impor-
tance of technology across industries. It shows, beyond reasonable doubrt,
that the cycle of investment is the cycle of technological uptake.

The second force accounts for an additional 14 percent of the variation in
industrial performance across clusters.’ Figure 7.3 ranks our major groups
and a few outliers according to their scores on this force. The high scorers
here are very different from the previous diagram: homes, chemicals, food
and clothing, grains and paper, and oil. The low scores, as before, go to ord-
nance and to tobacco and hats.

Figure 7.3 differs from 7.1 in another striking way. This time, there is little
clear association between a high score and the cumulative performance of the
industry, but overall the association that exists seems to be negative. Industries
that were strongly responsive to this force did not do well, the reason being
that the force itself was comparatively weak, and grew weaker as the period
progressed. The contrast between the first and second forces through time is
thus a contrast between a winning and a losing pattern of performance.

In contrast with the technology-intensive and investment-sensitive rank-
ings of the first force, the second appears to be picking up the force of varia-
ton in consumer demand. The industries that score high tend to be
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FIGURE 7.5
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decade, since reaching a small peak in the year of the Reagan reelection
boom, 1984.

The third force adds another 11 percent of explanation to the variation in
interindustrial performance. Figure 7.5 compares scores on this force, once
again.

The industries scoring highest on this index include motorbikes, electron-
ics, oil, ordnance, and apparel. What do these groups have in common? The
answer, [ believe, is that they have all benefited to an unusual degree from
policies of restriction on international trade. Apparel was first protected in
the 1960s under the multifiber agreement. Oil was protected until the early
1970s by import quotas and in the 1970s by the effects of Project Indepen-
dence, Richard Nixon’s plan to insulate the country from the power of the
Organization of Petroleum Exporting Countries (OPEC). Motorbikes bene-
fited in the 1980s from special trade protection to ensure survival of the pre-
mier American manufacturer, Harley-Davidson. Ordnance is purchased
domestically for national security reasons. And since the mid-1980s electron-
ics has been the object of intensive and continuing government intervention,
to restore the technological vitality of the sector, and to secure an increased
market share for the American industry in Japan.

For these reasons, the third force is labeled “protection.” It appears to be a
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crude index of the effectiveness of nontariff barriers to international trade. Its
time pattern traces the ebb and flow of the value of protectionism strategy
over the past three decades, with high points in the 1960s and 1980s and a
short but sharp peak in the mid-1970s.

What determines the changing value through time of trade protection to
the workers in strongly protected industries? A reasonable possibility is the
exchange rate. The force of protection is most strongly felt during periods
when the value of the dollar has been high, as it was during the 1960s and
1980s. At such times, the competitive pressure of imports hits hardest, plac-
ing downward pressure on the wages of import-competing industries that are
not protected. It is therefore at such times that protectionist policies have
their highest value for those industries that are the beneficiaries of strongly
protective policies.

It is not easy to find appropriate time-series data with which to evaluate
this conjecture. Among other things, the Dallas Federal Reserve’s broadly
based trade-weighted real exchange rate (RX101) is available only for years
after the mid-1970s. Figure 7.6 presents a comparison of the third force with
a longer but less satisfactory series: the trade-weighted exchange rate of the

FIGURE 7.6
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FIGURE 7.7
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dollar computed with respect to the major industrial trading partners of the
United States, readily available back to 1967. The match is far from perfect;
nevertheless, the sharp rise in both series in the early 1980s, and several other
co-occurring turning points, suggests that a relationship is not out of the
question. The odd behavior of the third force in the early 1970s is perhaps
partly explained by the wild shifts in direct trade policies in that period, in-
cluding export controls in 1971-1972 and the oil-independence drive on
which Richard Nixon embarked in 1973—1974; this is of course also the mo-
ment when the modern flexible exchange rate system took shape.

The fourth force accounts for a bit less than 10 percent of the variation in
industrial performance. The high-scoring industries are ordnance, chemicals,
oil, steel, electronics, and aircraft. Homes, medical supplies, and apparel score
among the lowest. Figure 7.7 illustrates this pattern. Figure 7.8 compares the
time sequence of this force to the obvious candidate cause: the pattern of fed-
eral expenditures on the military. The two comparisons leave little doubt: the
fourth force on industrial performance is military procurement.®

Together, the first four forces account for about 60 percent of all the varia-
tion in industrial performance in American manufacturing industry, as mea-
sured across this particular sorting of industries into groups. There are
another four forces that are significant in a statistical sense, but they con-
tribute little to the explanation, in part because they capture distinctive
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FIGURE 7.8
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movements of only a few small industries. (Ordnance, a truly idiosyncratic
industry, ranks high on several of these.) It seems fair to conclude that in in-
vestment, consumption, protection, and war, we have the four most impor-
tant forces determining differences in the way industries have performed in
America since 1958.

We may next examine the cumulative effect of these four forces—how
they played out not just from one year to the next but as the years unfolded.
Figure 7.9 presents a way to do so. In this figure, I convert the annual pattern
of raw coefficients into a cumulated variable that resembles an index number.
Thus the effects of past impulses are preserved and carried forward as the se-
ries advances in time.’

The figure reveals that the even and consistent progress of American in-
dustry in the first decade of the period under study was made possible be-
cause all four of the principal forces advanced together during that time.
Technology advanced alongside consumer spending, which increased under
the spur of tax cuts, economic growth, and the War on Poverty. The cold war

kept the war industries healthy. And trade protection relieved competitive
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FIGURE 7.9
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pressure on the weakest sectors, of which at that time apparel and oil were
leading examples.

After 1970, however, technology is the only major force with a consis-
tently positive effect on the performance of American industries. The
progress of technology comes in great waves, each lifting the most technol-
ogy-intensive industries (the K-sector) to a new crest—with the last such
crest coming in the investment expansion of the Reagan-era boom.

After the mid-1970s, decline sets in for the next two most important
forces. The growth of consumer spending tails off, under the impact of re-
peated recessions and episodic increases in the prices of oil and food and in
the interest rates on which housing finance depends. The Reagan tax cuts of
the early 1980s create a partial revival in the consumer sectors, but it is nei-
ther strong by historical standards nor long-lasting, and the decline that fol-
lows is sharp and unrelieved. After the high-water mark of the multifiber
agreements, trade protection becomes inefficient and of diminishing impor-
tance—though it is still valuable to a small number of strongly protected in-
dustries when the massive overvaluation of the dollar hits American
manufacturing in the early 1980s.® After the Vietnam War, arms exports and
a military buildup keep the defense sectors going for another decade, but by
1984 these industries are also beginning a decade of decline.
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As a result of this divergence in forces, the synchrony of industrial perfor-
mance across industrial clusters breaks apart and is never restored. Instead, we
have the pattern of separation observed in the figures. Industries strongly
based on knowledge and on the monopoly power of new technology and ori-
ented toward global as well as domestic markets continue to perform well. In
1959 about 4 million workers were employed in civilian manufacturing in-
dustries that rank highest on the technology ranking (chemicals, aircraft and
communications, photographic and electronic equipment, computers, grains
and paper); by 1992 this number stood at 4.4 million, not a small number.
On the other hand, total employment in the United States in 1992 came to
some 120 million, so the effect of a redistribution toward the K-sector must
truly be a massive funneling of income from the many the few.’

Thus we see what specifically causes industries to gain or lose relative posi-
tion. Responsiveness to the investment cycle, variations in consumption, the
exchange rate, and variations in military expenditure are the first four factors
that distinguish between the winners and the losers on the American indus-
trial scene.

Once again, we have looked at the sources of change through time in
American industrial performance. And what have we found? We have found
the traces of the main macroeconomic and policy changes of the past genera-
tion. These are, first and foremost, the heightened instability and more
rapidly churning business cycle brought on mainly by unstable monetary
policy—Dby the actions of the Federal Reserve—in the years following 1970.
Second, we find the effect of slower growth, and the squeeze on American
wages and living standards, turning up in a pattern of poor performance for
industries most sensitive to consumption demand. Third, we have found the
effects of trade protection, albeit strongly affecting a handful of industries,
which fluctuate with the exchange value of the dollar. And finally we detect
the traces of military spending on industrial performance.

Macroeconomic and political causes of change in wage inequality are me-
diated, at the industry level, by the filtering and polarizing forces of technol-
ogy, scale intensity, trade sensitivity, and war. Government policy did not
determine, for the most part, which industries would be most strongly af-
fected by which forces. But neither can the industries themselves, once they
have chosen a particular path of development, escape from the circumstances
that government policies create. And in recent times, three of the four major
forces have been losers. Only investment has been a winner in the industrial
performance sweepstakes, and this accounts for the vast relative success of the

K-sector firms over the past twenty-five years.
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FIGURE 7.10
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There remains one task, which is to place our analysis of changes in indus-
trial performance in relationship to changes in earnings and pay. Figures 7.10
through 7.13 compress this task into a sequence of graphs, each showing the
relationship between a force determining industrial performance and the
change in average production worker pay for that industrial group.

I provide separate charts relating the technology-investment factor to
earnings and to average wages. Figure 7.10, which associates this factor with
the change in total payrolls, makes an unmistakable point: the relationship is
not linear. Instead, the diagram has a backward and sideway S shape. There is
a small group of industries, including computers, aircraft and communica-
tions, photographic and electronic equipment, and chemicals, that ranks
highest on the technology index and also enjoys the highest rates of increase
in total employee compensation. This 75 the K-sector. But when one slips
below the technology scores associated with the knowledge industries, there
is a range in which the relationship between our measure of technological in-
tensity and earnings turns negative. This is true over a very wide section of
the C-sector, incorporating a majority of manufacturing employment.

This diagram illustrates the harsh side of the technological era in which we
live: the fact that technology is not a gentle mist descending from heaven to
the benefit of all. It is instead a competitive weapon, with which one set of eco-
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FIGURE 7.13
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nomic organizations wrests markets and incomes from another. In our time,
this weapon has been deployed with ferocity. The knowledge workers in the
knowledge industries—a tiny number of very successful people—have been
big winners in this struggle. Production workers in the C-sector have, compar-
atively speaking, been losers. Those in industries that are comparatively com-
petitive, and therefore renovate their equipment more quickly, suffer a greater
transfer to the equipment producers of the knowledge-intensive sectors.

Thus, when the printing industry moves from hot type to computer type-
setting, production worker hours decline and the performance of the indus-
try as a whole is enhanced. This accounts for an association between
investment and performance in that industry, and therefore for a relatively
high score on the technology index. But the earnings of production workers
are not enhanced by these performance gains. To the contrary, the more the
printing industry shifts to computer-based technology, the weaker the posi-
tion of the printers themselves becomes, and the lower the gain in their
wages.' Since printers of the old style are far from being unskilled, this is far
from being the “skill-biased technological change” of academic folklore. It is
instead old-fashioned automation and technological obsolescence—some-
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thing that may be good in the end for society as a whole but definitely not for
the affected workers.

Moving on through the diagrams, we can see that the relationship be-
tween technology and production wages is much less definite. Particularly in
the cases of computers and electronics, strong sectoral performance was not
passed along to those on the production line. Although we know that varia-
tions in consumption were the second strongest factor affecting wages from
year to year, | have omitted a diagram relating consumption to cumulative
wage change, since over the period as a whole, the relationship is not very
strong. This is attributable to the fact that the consumption index itself has a
period of strength, in the 1960s, followed by a long period of oscillation and
decline. Over the full period taken all in all, high-volume, strongly demand-
sensitive industries like oil and chemicals did neither better nor worse, on av-
erage, than batch processing and assembly-line industries like cars and
machinery.

The pictures become more distinct, once again, when the eye travels to the
effects of trade protection and war on production worker wages. Here, posi-
tive associations meet the eye, at least in certain ranges of the rankings. In-
dustries that score highest on the protection ranking do not enjoy high
overall rates of production worker wage gain. Nevertheless, it does appear
that within the range of relatively protected industries, a higher score is asso-
ciated with a better wage position. Demand factors are evidently at work: in-
dustries and their workers don’t press for protection in the first place unless
they need it. With defense-oriented industries, the association is even clearer:
selling to the government is good business for workers. The position of the
missile industry, with the best production wage record (despite an inverse as-
sociation with the military budget), illustrates this point to perfection.

The forces of protection and military spending, not very visible to econo-
mists, are indeed just as present in the data as they appear to be to ordinary
people in real life. In particular, strong association with the military has been
clearly associated with high levels of hourly production wages. It is not sur-
prising, and not irrational, that vast political energies are invested into pro-
tecting and preserving these lifelines, however inefhcient and even damaging
to economic performance as a whole they may be. It would be good, indeed,
to forgo protectionism and dismantle the unneeded incubus of the national
security state. But for workers to take an interest in some other way of raising
wages, it will be necessary to demonstrate that something else can be made to

serve their interests equally well.
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INEQUALITY, UNEMPLOYMENT,
INFLATION, AND GROWTH

The general movement of wages are exclusively regulated by
the expansion and contraction of the industrial reserve army,
and these again correspond to the periodic changes of the in-

dustrial cycle.

—XKarl Marx, Capital, Volume 1, Chapter 25

High inequality is a fact of life in America today. But to know
this fact is not very useful, unless we have data that can tell
us just when, and by just how much, and under just what influences inequal-
ity increased. It would also be useful to know just when, and under what cir-
cumstances, a rise in inequality slows down. And it would be very helpful to
know when and how inequality has been reduced in the past.

This chapter seeks to answer these questions. First, it presents a proce-
dure for measuring the increase in inequality specifically in hourly wages in
manufacturing and compares the results with more conventional measures.
Second, it analyzes the changes in this measure of inequality. As it turns
out, the causes of rising inequality are mainly macroeconomic. Although
tied up with technology, they are not driven by movements of technology.
Rather, the movement of wage inequality through time can be explained al-
most entirely by a small number._of causes, to which different industrial
groups and social institutions respond in different ways. Of these, unem-
ployment is the most important. Inflation, growth, the exchange rate of the
dollar, and the minimum wage play lesser but significant roles, as do the
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policy forces, like the interest rate, that influence the movement of these
variables.

Because these causes are all themselves reversible—they can go up or
down—my hypotheses have predictive and even prescriptive value. They can
explain declines in inequality in the past, and they can lead to a prescription
for reducing inequality in the future.!

For many purposes—such as tracking the evolution of black-white or
male-female wage differentials through time, or measuring the “return to ed-
ucation” or to age in the wage structure—the Current Population Survey
(CPS) is the data set of choice. We visited the census measure of family in-
come inequality in Chapter 5. Yet the CPS has limitations when it comes to
analyzing the cause of changes in the structure of hourly wages across indus-
tries and occupations, mainly because households and even workers them-
selves are not the best source of information about the exact nature of
industrial employments.? For a study of trends in industrial pay scales, we
need data that are more tightly focused on industries themselves.

Several studies have isolated changes in the distribution of wage income,
separating wages specifically from other sources of income reported in the
CPS. These studies give a general picture of the wage structure’s evolution
through time. One particularly massive (and valuable) study traces move-
ments in the relative income of each percentile in the distribution of wages.
In this way, it confirms the radical transformation that occurred after the
turn of the 1970s:

The increase in inequality between 1963-65 and 1969-71 was quite modest
overall. . . . In the six years from 196971 to 1975-77, workers at or below the
tenth percentile of the wage distribution lost about 7 percent relative to the av-
erage . . . and workers in the upper quartile gained about 3—4 percent on the av-
erage worker. The changes from 1975-77 to 1981-83 are slighdly larger,
particularly at the extreme upper percentiles. . . . Over the most recent period
(from 1981-83 to 1987-89) . . . workers at the lowest percentiles lose about 7
percent relative to the mean, and workers at the highest percentile gain about 7

percent.’

The implication is that all population groups and levels of the wage distri-
bution shared in real wage gains in the 1960s; the rising tide raised all boats.
During the 1970s, those below the median suffered sharp losses; the row-
boats sank while the yachts floated. During the 1980s, losses below the me-

dian continued, only now accompanied by equally large gains among those
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who were already in the top half of income earners. The rowboats went to the
bottom; the yachts morphed into Zeppelins and floated off into the air.*

Another study has provided snapshots of inequality in family earnings
through time, also taken from the CPS.* The snapshots are taken by calculat-
ing ratios, between earnings at various percentiles of the income distribu-
tion—the tenth, twenty-fifth, seventy-fifth, and ninetieth—and the median
position. They again confirm that inequality began to rise with a decline in
the position of the bottom half of the wage distribution during the 1970s.
They also show that the rise in inequality accelerated in the 1980s, when the
bottom dropped out for the lower half of the distribution while the relative
position of the uppermost groups dramatically improved.

CPS studies dominate the literature on inequality. The Annual Survey of
Manufactures (ASM), which we have been using to analyze industrial
change, has not been used at all in inequality studies so far. These data are
based on establishment (factory) surveys and contain no individual-level de-
tail. The survey is therefore not useful for examining questions of race and
gender, age or education, or about the composition of families or nonwage
sources of income. But the information in the ASM is based on worker pay.
It contains information about hourly wages for production workers by fine
industrial category, as well as annual earnings for all employees, including
those on salary. From this standpoint, the ASM offers (in clumped form) the
kind of information with which a study of wage inequality in manufacturing
should properly be concerned. It has distinct advantages if the goal is to ex-
amine movements in the interindustrial structure of pay.

Moreover, as a data source for manufacturing, the survey of manufactures
has three particular advantages. First, it is comprehensive, a census and not a
sample; most of the manufacturing sector is covered. Second, the data are
disaggregated in great industrial detail; in fact, there is much more industrial
detail than one needs. Third, data are available at substantially the same level
of detail for a long period of time: from 1958 to 1992. And as compared with
information from a household survey, ASM industrial classifications are
likely to be more consistent across time. It will generally be true that a factory
is classified in the same way from one year to the next (unless the factory ac-
tually changes industries or the government itself changes the classification
scheme). In contrast, error rates in industrial classification in the CPS are
very high. :

So, bearing in mind that this is only for the world of manufacturing, how
can we use the ASM to look at inequality in hourly wages?
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There is a statistic known as Theil’s T (for the econometrician Henri Theil,
who devised it) that measures the dispersion, or degree of inequality, among
any set of numbers. Theil’s T has an interesting property that the Gini coefh-
cient doesn't have. If the underlying data are organized into groups, T can be
decomposed, or broken up, into the part of inequality that falls between
groups and the part that occurs within groups. The sum of the two parts will
equal the measure of total inequality for the whole set of numbers.

The ASM is an excellent source of data on a particular set of group struc-
tures: all industries in the manufacturing sector. An industrial classification
scheme, after all, is just a way of imposing a group structure on what would
otherwise be a long and chaotic list of factories. That being so, we can com-
pute the between-industries part of the Theil statistic from the ASM.

What good is that? It is true that such a measure misses most of the in-
equality that is out there. It is measuring only the inequality between aver-
ages of wages by industrial category, and not the inequality within any
industrial group. T” (“T prime”), the measure of between-group inequality, is
a (very low) lower-bound estimate of the full measure of inequality, T. We
cannot use T’ to measure the level or total amount of inequality in the wage
structure at any moment of time.

But the ASM is available for every year, and in a consistent format so that
particular categories are generally maintained from one year to the next. We
can therefore compute T’ for a sequence of years, with some confidence that,
whatever the resulting statistic actually measures, it is a consistent measure
from one year to the next. Thus, the movements of T” contain information.
My argument is that they are a very reasonable way to approximate move-
ments in the larger, unobserved inequality of hourly wages. In general, when
the dispersion of average wages increases throughout the economy, the effect
will be felt both within groups and between groups. Movements detected
across groups will therefore usually reflect increases or decreases in inequality
that are also going on within groups. In other words, so long as we are inter-
ested mainly in movements of inequality, and not in calculating or compar-
ing levels, we do not lose much information by basing our analysis on
industry-level data.®

Within the flood of data about manufacturing that are available from the
ASM,” it turns out that it is not necessary to work at the lowest possible levels
of aggregation and with the greatest numbers of subdivisions. A great many
industries involving similar processes or similar products behave through
time, for practical purposes, in highly similar ways. For instance, we have

seen how virtually all of the chemical industries, including essentially chemi-
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cal processes such as those involved in producing beer, soda, and cigarettes,
resemble each other more closely than they do anything else in industry. And
many subdivisions dealing with apparel are similar to the point of being in-
distinguishable on the basis of measurements of performance. So are many
machinery industries.

All in all, T have found it convenient to reduce the industrial categories
that make up the industrial structure of the United States for the period 1958
to 1992 to seventeen major manufacturing groups and another nineteen out-
liers or individual cases that don’t group well with anything else: thirty-six
entities in all.* Of the outliers, only a half-dozen are large enough to make a
difference, so in the end we work with seventeen plus six, or twenty-three,
distinct industrial groups. These cover the overwhelming bulk of manufac-
turing employment in the period under study.

A measure of hourly wage inequality, of T’, between these twenty-three
industrial groups is depicted in Figure 8.1. This will be our basic measure of
changing inequality in the hourly wage structure of manufacturing in the
United States. It is a summary measure of the interindustrial changes dis-
cussed in Chapters 6 and 7, but with the important difference that these
changes are now weighted by the relative employment of each industrial
group. The movements of this series therefore reflect changes in the inequal-

FIGURE 8.1

INEQUALITY IN MANUFACTURING WAGES
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ity of manufacturing wages as experienced by the typical worker in the man-
ufacturing sector.

By this measure, inequality in the manufacturing wage structure was
roughly stable for the first half of the 1960s, before plunging sharply in the
second half of the decade. Beginning around 1970, wage inequality began an
inexorable fifteen-year rise. This rise comes to an end around 1984. After
that point, wage inequality in the United States declines a bit and then stabi-
lizes—near the highest values of the whole period—only to rise once again in
1991-92.

How good is this measure? One way to get an idea is to compare it to the
Census Bureau’s calculation of inequality among family incomes for the same
years. The simple correlation coefficient between the two series is .77—
meaning that the two series move together 77 percent of the time. This is a
remarkable number, considering how different the two measurements are.
The Census Bureau’s measure is based on a household survey of family in-
come, covering all sectors of the economy. Ours is based on an establishment
census of hourly wage rates, restricted to manufacturing. And the computa-
tions are quite different in mathematical form. Yet a change in inequality in
one series is closely reflected in changing inequality captured by the other.

One significant difference between the two series occurs toward the end of
the time frame. After the mid-1980s, family income inequality continued to
rise. The inequality of hourly wages, on the other hand, which had risen
sharply in the early 1980s, stabilized at a high level in the second half of the
decade. We have already seen the implication of this finding, which is cor-
roborated in at least two other recent studies, for the argument that the diffu-
sion of computers might be behind the rising inequality of wages.”” A rise in
family income inequality that does not correspond to a rise in wage inequal-
ity must be due to other factors, including increasing inequality of nonwage
incomes and changing family structures.

Hourly wage inequality is the issue we wish to examine here. We have
found a way to measure—albeit approximately—the movements of such in-
equality within manufacturing over a long time frame. We note that these
movements closely mirror movements of inequality in the economy as a
whole, suggesting thar the real interest of the series extends beyond the phe-
nomenon that it actually measures. The next task is to explain why this series
behaves as it does.

My lead hypothesis is that macroeconomic events will largely determine
the movement of a wage inequality measure through time. In a world of or-

ganizations—firms, industries, and unions—with greater and lesser degrees
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of market power, we should expect that events will differentiate the strong
from the weak. Those with the strongest positions will be least affected by all
sorts of external difficulties; those with the weakest positions will be most af-
fected. But the same is also true, in reverse, of favorable events: institutions
and organizations with monopolistic power take less advantage of good news
than do weaker, more responsive entities. Since market power also means a
high position on the scale of incomes, it follows that adverse macroeconomic
events will tend to increase inequality in the wage structure, and favorable
events will tend to reduce it.

Few economists have been interested in testing these ideas; macroeco-
nomic phenomena appear in most studies of inequality mainly as “controls”
for the movements of the business cycle—as factors to be removed before the
“underlying” determinants of rising inequality can be uncovered. This is an
understandable instinct: the idea that macrophenomena drive distribution is,
after all, in flat opposition to the predictions of a competitive, market model
of labor supply and demand. Indeed, it stands in opposition to the basic divi-
sion of economics into “macro” and “micro,” according to which the distrib-
ution of income is a microeconomic, market-based phenomenon.

There is no reason, under the supply-and-demand model, why the state of
the macroeconomy should make any difference to relative pay. Each worker
should get paid just exactly the value of his marginal product. The market, in
a balancing act between consumer preferences and technological possibilities,
determines what that value is. Aggregate unemployment, or inflation, or the
rate of growth should make no practical, systematic difference to anyone’s
pay, and certainly not to the range of the pay scale, to the distance separating
the top from the bottom. If they do, something must be very wrong with the
competitive model.

There is much at stake in a statistical exercise that looks for effects of
macroeconomic variables on the structure of hourly wages. One theory, with
heavy backing from professional economists, predicts that no such effects
will be found. A dissenting view predicts that such effects will be common-
place, even determinative. Both views cannot be correct at the same time.
Nor can their underlying models be equally valid.

This is not merely an issue that separates neoclassicals from Keynesians.
(Typically, a neoclassical is an economist who believes that the macroecon-
omy is substantially self-regulating, whereas Keynesians believe it is not.)
Most self-described Keynesians nowadays stay away from microeconomics.
They have made their peace with the marginal productivity distribution the-
ory and would not expect relative pay to be strongly affected by macroeco-
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nomic variables. A finding that such effects exist would upset the modern
Keynesian orthodoxy as much as the neoclassical. It would suggest not just
separate spheres for macro and micro, but that macroeconomic conditions
(unemployment, inflation, growth) actually determine microeconomic con-
ditions (such as relative rates of pay). It is a heresy beyond heresies to make
this suggestion.

But let us follow the path suggested by our own model and view of the
world. Good econometric practice is to specify and describe in advance the
variables that one expects to influence the variable one is trying to explain.
Then one conducts a computerized exercise—multiple linear regression—
that fits the explanatory series to the explanandum. The results tell whether
the theory was a good one.

Here are the variables that I predict may account for the movement of in-
equality in the structure of hourly wages. They are chosen, in each case, for
the same specific reason: they reflect forces in the macroeconomy that are
known to influence the relative strength of well-organized and monopolistic
as against poorly organized and competitive sectors. They are: unemploy-
ment, inflation, economic growth, the exchange rate, the minimum wage,
and several brief episodes of direct governmental control over wages and
prices.

Rate of civilian unemployment. A high rate of unemployment, we ought to
expect, produces more pressure on wages in low-wage, weakly organized, and
competitive industries than in high-wage, strongly organized, and cartelized
or monopolistic sectors. Rising unemployment therefore undermines the po-
sition of low-wage workers, while leaving earnings structures in the higher
strata alone.

Rate of consumer price inflation. Some workers are protected against infla-
tion through cost-of-living adjustment (COLA) clauses in their contracts.
Others are not. Protected workers tend to be unionized; COLAS are a feature
of a typical strong union contract. As a rule, unionized workers enjoy higher
wages than many others who are not unionized. Conversely, workers unpro-
tected by COLAs tend to be less well paid and unorganized. Thus, like a rise
in unemployment, a rise in inflation drives a wedge between the strong and
the weak, and so raises inequality in the system as a whole.

Rate of economic growth. This one is a little bit trickier. Since growth is a
good thing, we might superficially expect that a high rate of growth reduces
inequality, while a low rate of growth increases it. But the actual pattern of ef-

fect may depend on the relative wages of those sectors of the economy most
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highly affected by swings in the growth rate. If high rates of growth boost em-
ployment in the highest-wage sectors, such as construction, the rate of growth
could have a positive relationship to inequality, even though the lower unem-
ployment that growth produces eventually brings inequality down.

Real exchange rate of the dollar. The influence of the dollar reflects the dif-
ference in market power of industries that export and industries that com-
pete with imports. The former, dominated by such activities as aircraft,
computers, chemicals, and communications equipment, tend to be monopo-
listic. The latter, including apparel, toys, sporting goods, and automobiles,
tend to be highly competitive. Thus, a rise in the exchange rate should in-
crease the spread between high-wage exporters and lower-wage import com-
peters, raising inequality in the wage structure.

This effect may seem nonintuitive to many readers. In principle, a rise in
the dollar’s exchange rate makes exports expensive and imports cheap. It
therefore hurts all kinds of manufacturing industries and their employees:
both those that export and those that compete with imports. But, and here is
the key point, the effects are not symmetric, because the composition of the
two types of industry, exporting and import competing, is not similar. The
United States is, by and large, an exporter of advanced goods. We export air-
craft, computers, pharmaceuticals, and machinery. In these industries, we
enjoy a degree of worldwide monopoly power challenged only by a handful
of producers in other advanced countries. When the dollar goes up, many ex-
port sales happen anyway.

Some markets are lost to competitors: Airbus takes sales from Boeing; Ko-
matsu takes sales from Caterpillar. But these effects, while important, are not
as strong as in industries that compete with imports. Import-competing in-
dustries tend to be mass-production consumer goods industries, such as au-
tomobiles, consumer electronics, and clothing. When the dollar rises, U.S.
producers in these industries face intensified competition in the U.S. domes-
tic market from producers around the world. Foreign producers can gear up
to supply the U.S. market, and in the years following 1981 they did flood our
market with imports. As a consequence, U.S. workers in these sectors suffer
intense pressure on their wages.

Workers in export-intensive industries earn more, on average, than import
competers. Since they are also less vulnerable to the effects of changing ex-
change rates, a rise in the exchange rate hurts low-income workers more than it
hurts workers at the top of the wage structure. In this way, appreciation of the
dollar increases inequality in the United States. And depreciation, a decline in
the value of the dollar that raises the competitiveness of mass-production in-



142 - CREATED UNEQUAL

dustries in the United States as compared with the rest of the world, might be
expected to have the opposite effect. That is, a depreciation of the dollar
might, after a time, reduce the inequality of the wage structure, by strengthen-
ing import-competing U.S. workers relatively to their exporting cousins."

Real short-term interest rate. High interest rates, like high exchange rates,
hurt competitive industries more than monopolistic ones, for the fairly sim-
ple reason that competitive industries cannot finance themselves easily with
long-term bond debt. They are hence more vulnerable to interest rate fluctu-
ations, and we should expect a rising real interest burden (that is, after adjust-
ment for inflation) to tend to increase inequality in the wage structure.

Minimum wage.” The minimum wage is particularly important to women
workers, and when the value of the minimum wage was high, inequality
among women workers, as well as between women and men, was lower than
it later became.”

Wage-price control policies. The dramatic examples during this period were
the Nixon wage-price controls of 1972-1973 and the period of wage-price
guidelines under President Carter’s Council on Wage-Price Stability (CWPS)
in 1979-1980.

Putting all of these possible explanations to the test, and simultaneously, is
the function of a multiple linear regression. The results are presented in Table
8A.1, which to avoid clutter has been relegated to the Chapter 8 appendix, lo-
cated in the back of the book. To show that the results do not depend strictly
on my particular measure of inequality, I ran the equation three times, using
three different measures, including my own and two from other sources."

Unemployment turns out to be a key variable: it has a significant, positive
effect on inequality in all three measures and is the variable with the largest
effect on the measure of wage dispersion in the manufacturing wage struc-
ture. The stratifying effect of unemployment is pervasive through time and
throughout the economy. Unemployment also strongly affects the distribu-
tion of family incomes—as one might expect because low-income people are
at higher risk of unemployment. But the finding that unemployment drives
the hourly wage structure is apparently quite independent of the simple
movement of people into and out of jobs.

Inflation, as it turns out, also has detectable effects on American wage in-
equality in manufacturing. Inflation is not good for equality in wages. This
effect was felt strongly in the supply-shock years of the 1970s, when the most

heavily unionized manufacturing employees did comparatively well, while
) g cmplo; 3
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wages among the unorganized generally sank into stagnation. In more recent
years, inflation has not been strong enough to be a significant force on the
wage structure. And because unionized contracts with COLAs are such a
small part of the larger economy outside of the manufacturing sector, we find
that inflation affects our inequality measure only within the manufacturing
sector. The effect is not strong enough to be significant when more broadly
based measures of inequality are brought into play.

The rate of economic growth also has an effect on the wage structure. As
suggested earlier, this effect at first sight actually appears perverse. The direc-
tion of the effect is to raise inequality: the more rapid that economic growth
is, other things equal, the greater the degree of inequality in the wage struc-
ture. But on reflection, the explanation is not difficult. Economic growth is
most rapid just at the beginning of a business cycle expansion, when unem-
ployment is high and the general level of economic activity remains de-
pressed. Growth slows down when unemployment is low and the economy is
operating near its capacity. And when growth is rapid, the greatest effects are
felt in the industries supplying investment goods to the economy—construc-
tion and machinery and transportation equipment, for example. These are
industries that pay higher-than-average wages. Thus, the surge of growth at
the start of an economic expansion tends to widen the gap between high-
wage and low-wage workers.

Next, the foreign exchange rate of the dollar turns up as a probable cause of
rising inequality. Importantly, the effects of the dollar’s exchange rate on the
wage structure are felt only after the great surge of trade beginning in 1981. At
that time, the dollar’s value rose by some 60 percent in real terms, and a fun-
damental change in the importance of trade to the domestic economy oc-
curred. It is necessary to work carefully with the data to find this effect, and
given the power of other forces it is only weakly significant in the statistical
sense. But, unlike the effects of inflation and economic growth, our measure
of dollar overvaluation persists as a significant force on inequality, when one
extends the analysis to the structure of family incomes taken in the large.

From this evidence, we may infer that there is probably a link between
trade and inequality. But the final cause of rising inequality isn’t expanded
trade itself. Rather, it lies in the policy actions that raised the value of the dol-
lar, prompted a huge increase in manufactured imports, mainly from low-
wage countries, and therefore put asymmetric pressure on lower-wage
import-competing manufacturing workers. These policy actions include the
big tax cuts and large deficits that stimulated growth after 1981. But first and
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foremost, the responsibility for precipitating these events lies with monetary
policy, with the very high interest rates imposed by the Federal Reserve under
Chairman Paul A. Volcker, beginning in 1979 and greatly increased again in
1981. Trade may be a good thing, but a well-managed expansion of trade
that did not crush import-competing workers all of a sudden would have
been better for inequality than what actually occurred.

The interest rate has some direct effect on inequality in the wage structure;
periods of high real interest rates coincide with periods of rising inequality,
notably in the early 1980s. But in the end this direct effect seems less impor-
tant than the effects of unemployment and the exchange rate, and the reason-
able inference is that the main effect of high interest rates on wage structures
runs through the effect they have on unemployment and on the dollar. For
this reason, we eventually removed this variable from the model. Still, when
one takes direct and indirect effects together, the results do suggest that the
real interest rate, and so the conduct of monetary policy, is a major underly-
ing cause of rising inequality in the wage structure.

Second to last, we find that the value of the minimum wage makes an im-
portant difference to the overall measure of inequality in the manufacturing
wage structure. The higher the minimum wage, the less the gap between the
least well-paid of American workers and those in the middle of the wage
structure. It is interesting that the effect of the minimum wage appears signif-
icant, even though the analysis reported in this chapter relies exclusively on
data from the manufacturing sector. Manufacturing employs less than a fifth
of the total number of workers in the American economy, and the average
wage in manufacturing is well above the legal minimum. We would expect
minimum wage effects to be stronger if we examine wages in services along-
side manufacturing, and this is borne out by the second and third equations,
whose estimates of inequality include workers in the services sectors.

Finally, we took account of two brief periods when the government of the
United States exercised direct control over wages and prices. These were the
wage-price controls of the Nixon administration in 1972-73, and the com-
pact negotiated with the leadership of Amercian labor by the Carter Adminis-
tration in 1979-80. There is evidence that Nixon’s controls, imposed in late
1971 as his re-election campaign took shape, may have worked to reduce in-
equality in the wage structure; the Carter program, which was undertaken in
an atmosphere of anxiety over inflation and yet lacked any compulsory author-
ity over prices, may have inadvertently added to inequality in those disastrous
years. But in the final analysis we could not clearly identify a separate effect for

these policy episodes, and we therefore removed them from the model.
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Leaving the interest rate aside, our five macroeconomic forces—unem-
ployment, the exchange rate, inflation, economic growth, and the minimum
wage—account for neatly 90 percent of the variation in wage inequality over
time. This is a very high degree of explanation by the standards of economic
research.”

We can conclude the following:

First, if we have to pick one, the single most important statistical determi-
nant of changing inequality in the modern American manufacturing wage
structure is surely the movement of the rate of unemployment. This old con-
clusion, known in its essentials to economists decades ago (well known, in
fact, even to Karl Marx, as the quotation at the start of this chapter shows),
remains substantially valid, notwithstanding the vast literature since then de-
voted to finding effects from technology, trade, and other possible causes.

Second, the huge increase in the real value of the dollar after 1980 may have
driven a significant international wedge, apparently for the first time, into the
wage structure. Before that time, the exchange rate did not affect wages very
much. Afterward, it probably did. Globalization matters, but mainly because
we have pursued globalization in ways that generated a structural overvaluation
of the trade-weighted dollar. We could have had globalization—though at a
slower pace—without this policy-generated calamity for the wage structure.

Third, the minimum wage affects the overall structure of wages and in-
comes. Raising it is an effective means of reducing inequality overall. This ef-
fect is stronger in data covering all family incomes than in data covering only
manufacturing wages, which is not surprising since the minimum wage is
more strongly felt outside the manufacturing sector.

Fourth, growth and inflation have effects on the wage structure, but these
are not strong enough to show all the way through to the structure of in-
comes as a whole. The same is true of effects attributable to episodes of con-
trol and regulation over wages in the past.

Fifth, the fact that almost 90 percent of the variation in manufacturing
wage inequality as measured by this series can be accounted for by these vari-
ables leaves little else to discuss. There is little left over for other forces, such
as changes in education or the supply of skill, to explain.

The measured importance of unemployment does not mean that technol-
ogy is unimportant. Rather, it moves us away from a benign view of the role
of technology as “skill enhancing,” and back toward the old-fashioned argu-
ment that technological change is mainly aimed at saving labor. When un-
employment rises due to the scrapping of an old plant, the wages of workers
in technology-producing sectors remain stable, while those in technology-
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FIGURE 8.2

INEQUALITY IN THE WAGE STRUCTURE, 1920-1992
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consuming manufactures tend to drop. Only in periods of long and sus-
tained high employment, when workers gain leverage on their employers, do
the technology consumers tend to recover and inequality in the wage struc-
ture declines. Such a relationship could account well for the sharp rise in
wage inequality in the early 1980s, as well as for the stabilization of inequal-
ity thereafter as unemployment declined.'

Let’s now step back, and expand our historical horizon. Using some of
the same methods to measure inequality in the hourly wage structure, it is
possible to construct a prewar history of American wage inequality, dating
back to 1920. Figure 8.2 shows this roller-coaster ride; dertails of the data
and calculation are in the appendix to this chapter (at the back of the
book).

The time pattern is easy to narrate.”” From the end of World War I, in-
equality rose sharply in the slump of 1920-1921. Then inequality fell again,
and remained stable until the end of the 1920s. In the main, this was because
of the relative prosperity of the American farmer after recovery from the
slump of the early 1920s, alongside rapid industrial growth that keprt all
manufacturing wages growing closely apace, one with another.

All of this came to an end, with astonishing swiftness, in the Great Crash
of 1929 and the Great Slump of 1930. Inequality soared, and stayed very

high for a decade—higher, in fact, than at any subsequent time.
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World War II brought inequality down. In the short space of four years,
inequality fell more than it had previously risen through the Great Depres-
sion. And then came the miracle of the postwar era: inequality virtually un-
changed for another quarter-century. It is a reasonable conclusion from this
that World War II created, all at once, the middle-class wage structure of the
American midcentury.

Inequality did rise again somewhat, in the period 1958 through 1960,
years of back-to-back recessions. But it then stabilized in the early Kennedy
and Johnson years and began falling from 1966 through 1968—the time of
the Great Society and also of the escalation of the Vietnam War. By 1968 or
1969, inequality in the United States was apparently lower than at any other
time since the First World War. The United States of 1970 was truly the
middle-class society by then-existing world standards. But it did not last. Be-
ginning in 1969 inequality started to rise, and continued to increase sharply
for fifteen years. By 1984, overall inequality had risen toward, if not quite to,
the levels of the Depression era.

After 1984, for the remaining years of our sample, the picture is not quite
so gloomy. Inequality remains very high, but it does tend to level off. Indeed,
virtually all measures of inequality that I have seen, even those that report in-
equality continuing to rise, appear to show a slower rate of change after 1984
than before. By all measures, nevertheless, levels of inequality remain high
compared to the postwar norms. Though if my long-term measures are cor-
rect, inequality as of 1992 remained below the appalling levels of the Great De-
pression in the 1930s, it was nevertheless higher than in any other time since
World War I.

Is there a single strongest driving force behind these ups and downs? The
answer is depicted in Figure 8.3, which matches hourly wage inequality to
the unemployment rate over this entire time. The fit is both remarkable and
consistent. Movements of the unemployment rate alone account for 79 per-
cent of all variation in wage inequality over this time. Other forces are to be
reckoned with, to be sure, and 79 percent falls short of being a complete
model. But changes in unemployment are overwhelmingly the main thing. It
is, above all, the low rates of unemployment in the 1920s, during World War
II, and in the late 1960s that bring inequality in the wage structure down.
Nothing else in our history has had a comparable effect.

It is true that our postwar analysis had pointed to a range of measures—
macroeconomic and political—that would necessarily be part of a concerted
effort to reduce inequality in the wage structure. A depreciation of the dollar
would help. So would a rise in the minimum wage. Policies that control infla-
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FIGURE 8.3
INEQUALITY AND UNEMPLOYMENT, 1920-1992
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tion without resort to unemployment, high interest rates, or dollar apprecia-
tion would contribute. But sustained full employment is the essential step on any
serious agenda.

Now we know that when unemployment is high, inequality rises. And
when unemployment is low, inequality tends to fall. This, along with the other
factors already considered, brutally undermines the competitive market model
under which relative wages are not affected by macroeconomic conditions.
But it also raises a question. Is there a threshold rate of unemployment, above
which inequality is likely to rise and below which inequality is likely to fall?

The question can be explored statistically by looking at the change in in-
equality, year by year, against the level of the unemployment rate. A simple
computation reveals that the change in inequality will equal zero, on average
in this century, when unemployment averages about 5.5 percent. When un-
employment is below 5.5 percent, inequality is likely to fall. The fact that
measured inequality began to show distinct declines in the autumn of 1996,
just as unemployment fell to 5.1 percent, is no surprise. When unemploy-
ment is above 5.5 percent, inequality is likely to rise.

A 5.5 percent rate of unemployment may therefore be called the ethical

rate of unemployment for the United States over most of the twentieth cen-
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tury. For those who are concerned with inequality, it should be an article of
policy that unemployment be kept below this value.

The ethical rate of unemployment can be contrasted with the so-called
natural rate of unemployment, sometimes called the nonaccelerating infla-
tion rate of unemployment (NAIRU). Many economists employ the natural
rate argument to place a policy floor under the unemployment rate, lest infla-
tion accelerate out of control. Estimates of the NAIRU have fluctuated in-
consistently in recent years, but with many placing it at or a bit above the
very same 5.5 percent. Here is a wicked irony: economists have argued that
we must keep unemployment above the level at which it might reduce in-
equality. In this way, our inflation paranoia has placed the intellectual weight
of the economics profession firmly on the side of a more unequal America.
Yet if we care about inequality in America, a 5.5 percent rate of unemploy-
ment should assuredly be a ceiling, not a floor.
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tion between “production workers” and “nonproduction workers” in the ser-
vices sector. Hence, there are no data to distinguish production from non-
production wages. For the most part, we also lack data on international trade
in services. Indeed the very exercise of industrial classification in the services
sector lags behind that in manufacturing, so that the data that we do have,
covering such very basic matters as employment and earnings, were often not
available in disaggregated form until the early 1970s or in important cases
even more recently than that. Thus, one cannot conduct a long-term analysis
of trends in services at the same levels of detail or precision as the data on
manufacturing permit.

Nevertheless, partly because of data sets only very recently published, we
do have annual data from 1973 through 1994 on both average hourly pay
and employment in over eighty subclassifications of the services sector. Merg-
ing these with hourly wage data for production workers in our seventeen
major groups of manufacturing industries (and the half-dozen principal out-
liers), we can assemble a reasonably representative table of wage trends in the
U.S. economy. This data set covers over half of all workers, systematically ex-
cluding mainly certain personal services and entertainment subsectors, and
the government sector. So if we cannot quite get a complete picture of the
service world, we can at least get a majority view.

A systematic look at the rates of change of average earnings in each of our
services and manufacturing groupings reveals a fundamental fact: the mod-
ern wage patterns of the American economy are split into two. There are two
distinct patterns of wage evolution over this time, dividing the employed
labor force into two distinct major groupings. Finer subdivisions, though
they exist, are much less important. Figure 9.1 reports and illustrates this
schism. It can be read as a kind of organizational chart for the manufacturing
and services sectors, based on the patterns of change in hourly wages over the
years from 1973 to 1994. Entities listed close to each other have similar pat-
terns of wage evolution, and conversely.!

On the right-center branch of the tree, we find virtually all of manufactur-
ing employment. But we also find a significant number of service activities
whose wage patterns through time appear to track those in the manufactur-
ing sector. The time path of earnings in the hospital and the health and casu-
alty insurance sectors, for example, closely mirrors that in the manufacture of
medical supplies.? Earnings among car dealers fluctuate alongside earnings in
the cars and metals manufacturing group. The variations of earnings in sev-
eral advanced utility sectors (gas, telephone, electricity) resemble the varia-
tions in earnings in industries producing energy, including the mining
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sectors. Even a few specialized retail sectors, grocery and drug stores in partic-
ular, appear as manufacturing satellites alongside their associated manufac-
turing sectors, foods and pharmaceuticals.

On the center-left of the diagram, we find a gigantic array of activities
whose earnings do not track the fluctuations of earnings in manufacturing.
This branch includes virtually all of retail sales activity. It includes hotels and
motels and transportation. It includes banking and accounting services. It in-
cludes the craft activities associated with building: carpentry, roofing, plumb-
ing, masonry, and so on.

This admittedly complicated diagram reveals in a very simple way the
great divide that splits the American economy. It is a division that corre-
sponds with striking accuracy to the theoretical divisions of Chapter 6, with
the C- and K-sectors on the right of the diagram and the S-sector on the left.?

In the first group, we find all activities significantly associated with tech-
nology or the accumulation of physical capital, that is, with the production
of capital goods and the production of goods for mass consumption. These
include many activities classed formally as services but in fact closely associ-
ated with manufacturing. Services like utilities and the provision of health
care, it turns out, are essentially inseparable from the provision of the goods
(power grids, medical supplies) with which they are associated. They are thus
not really services, but indispensable adjuncts to the production of goods,
satellites of the manufacturing process.

In the second group, we find the S-sector proper. This is a range of activi-
ties for which the accumulation and depreciation of capital, the change of
technology, and the flow of production itself are much less important. This
group includes most of retail, construction trades, and purely personal ser-
vices, as well as banking and accounting. It includes several industrial group-
ings formally classified as manufacturing in government statistics: home
building, pottery, wool garments, women’s apparel. It is telling that these are
known to be, in substantial part, craft activities rather than modern manu-
facturing proper.

Two other groupings deserve brief notice. On the far right of the diagram
is a small group of industries mainly involved in mining and energy prod-
ucts: iron ore, copper ore, petroleum products, and ordnance (!). We may call
this the sensitive-marterials sector; wages here will be shown to vary with sen-
sitive-materials prices. On the far left is an odd lot of idiosyncratic cases: day
care, professional organizations, tobacco, logging, and periodical publishing.

Figure 9.2 presents the pattern of employment in the two major groups
over the past twenty years. The figure reveals several striking facts. First, total
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employment in manufacturing, when combined with industries classed as ser-
vices but allied with the manufacturing sector, is more than half again larger
than the official manufacturing sector. By official estimates, the manufactur-
ing sector contained only about 18 million workers as of 1994, down from
about 20 million in 1984. Our best estimate is that the total employment in
manufacturing and its near satellites was actually about 30 million in 1994,
and virtually unchanged over the preceding decade. The drop in employment
in manufacturing proper was more than offset by a gain in satellite activities.*

In short, it is true that 80 percent of employment is now in the official ser-
vices sector. But that number masks the sizable degree to which certain ser-
vice jobs are linked to manufacturing. The manufacturing-dependent part of
employment is actually at least 25 percent of the total and has not declined
substantially if these estimates are correct.

Manufacturing occurs in conjunction with services. You could not have a
medical supply industry without hospitals, or hospitals without insurance.
You could not have telephones without linemen, cars without car dealers, or
pharmaceuticals without pharmacists. The issue is where to draw the line. At
the factory gate, as the official statistics do? Or at the boundary that divides
work specifically associated with a goods-producing sector from work that is

not industrially specific, such as general-purpose retailing or banking? I take
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the second position. The line between manufacturing and services should be
drawn much further over into the official services sectors than the official sta-
tistics allow.

By this larger definition, the total volume of manufacturing plus satellite
employment over the past decade and a half has been approximately stable,
after a substantial increase in the late 1970s. There have been some fluctua-
tions, including a fall in the early 1980s and a recovery by the second half of
the decade. But much of the apparent decline in manufacturing employment
in the United States, of deindustrialization, appears from this perspective to
have been a statistical nonevent. Rather, large drops in certain types of em-
ployment within manufacturing (notably, in heavy equipment, steel, cars,
and machinery) were offset in the aggregate by gains in satellite sectors (no-
tably, health care and related activities).

Second, after allowing for job redistribution across activities within manu-
facturing and its satellites, it remains true that virtually all net job creation in
the past twenty years has occurred in the pure services sector. Using official
darta for services industries and subtracting out those components identified
as satellites of manufacturing, we have a gain of nearly 30 million jobs over
two decades, from 43 million in 1973 to 72 million total employees in 1992.

Average wages in the services sector are low. They were just $3.40 per hour
in 1970, and only $10.70 per hour—all sectors counted—in 1994. In real
terms, this is a decline of about 11 percent over the quarter-century. The dis-
persion of wages within the services sector is also low, and, to the extent we
can measure it, the inequality of wages within the services sector has changed
lictle over a generation, when compared to inequality within manufacturing
or between manufacturing and services.

What then is the major force that drives the pattern of wages in the C/K-
group to be so distinct from the pattern in the S-group? On theoretical
grounds, we would surely expect the answer to be related to the main thing
that separates manufacturing activity from service activity: the use and trans-
formation of physical capital equipment. Investment marks the phases of this
transformation and the main force that affects manufacturing far more than
it affects services. When physical investment is strong (by both businesses for
equipment and households for appliances and other durables), so will be the
demand for labor in the goods sectors and especially in the sectors producing
machines with which goods are produced. And so wages in those sectors will
improve. There is no reason to expect this effect to spread beyond the sectors
that are directly concerned with manufacturing activity, into services lacking
any particular tie to the production of goods.
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FIGURE 9.3
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Note: The patterns of wage change in Figures 9.3 to 9.5 are the first three canonical roots of a discriminant
function that separates the independent components of between-group variation in manufacturing and

service wages over time. See the appendix to Chapter 7 for technical details.

Figure 9.3 tests this proposition. It presents the time pattern that best dis-
tinguishes the evolution of earnings in manufacturing from that in services
and compares that pattern to two others: the movement of investment in
structures and the movement of investment in equipment.” The physical re-
semblance of the lagged investment series to the pattern extracted from the
earnings darta is remarkably strong. A simple rule: when physical capital in-
vestment increases, the relative earnings of employees in manufacturing
eventually follow. But these effects do not carry over to the S-sector, where
the vast majority of American workers are employed.®

What other forces affect the wage structure, when manufacturing and ser-
vices are included in the analysis together? Figure 9.4 shows the next most
important, accounting for about 20 percent of the remaining 38 percent of
wage variation: change in sensitive materials prices. The industries most
helped when materials prices change include copper and iron ore produc-
tion, as well as the steel and heavy equipment industries, oil and gas fields,
petroleum products, and ordnance—industries that either produce sensitive
materials or most readily pass on price increases in their inputs to their cus-
tomers.” Those hurt by rising materials prices include such entities as new

and used car dealers and furniture stores, perhaps reflecting the fact that
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FIGURE 9.4
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households hit with higher energy bills defer capital purchases, especially of
energy-using equipment like automobiles.

A third force accounts for most of the remaining variation—for 13 out of
18 percent. It is presented in Figure 9.5, alongside the annual fluctuations of
investment in business equipment—one of the two series shown in Figure
9.3, but this time without any time lags. The correspondence is once again
very close, and this relationship is perhaps the most interesting of them all.

This tells us that there is a group of industries-—not a very large group—
where wages respond immediately to fluctuations in the demand for business
equipment. Theoretically, we know what to expect. This should be charac-
teristic of industries where employees have clout. Such industries, in turn, are
likely to be found in the knowledge-intensive sector, in the K-sector. Wages
in such industries get a double-kick from an upturn in investment: immedi-
ately because of their presence at the leading edge of technology and again
with a lag because of their membership in the larger spectrum of manufactur-
ing as opposed to service business.

When we examine the industries whose earnings are most responsive to
the short-term flux of equipment investment, what do we find? The leaders
include motion pictures, combined utilities, computers and computer data
processors, hospitals, pharmacies and medical insurance, gas producers,
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chemicals, radio and television broadcasting, and aircraft and communica-
tions equipment producers.” It is a telling grouping, suggesting once again
that the existence of a K-sector is no theoretical abstraction. Table 9.1 pre-
sents the twenty-five highest- and fourteen lowest-scoring classifications on
each of the three separate causes. Industries ranking high on this third crite-
rion numbered about 9 million employees in 1973; this number rose to over
12 million by 1992, or from about one-third to perhaps 40 percent of the
total employment in manufacturing and its near satellites.

Looking next at the levels and changes of average wage rates across all of
these sectors, we can document the very striking degree to which the diver-
gent performance of these large sectors has contributed to the breaking apart
of the wage structure after 1973.

In 1973, there was a difference of less than 5 percent between average pro-
duction worker wages in manufacturing and satellite services and average
hourly compensation service activities not so associated. This is, and was, es-
sentially a negligible number. By 1994, however, the gap between average
earnings in the two sectors had risen to become a chasm of over 30 percent!
This is the difference between an average hourly earning of $13.40 in the
manufacturing sector and its satellites taken together, and an average of
about $10.00 in pure services. It is enough to play the major role in the rise
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INDUSTRIES RANKED BY CANONICAL SCORES
Annual Change of Hourly Earnings, 1973-1992

First Root: Second Root: Third Root:
HIGH SCORES, ASSOCIATED WITH:
Lagged Investment Materials Prices Current Equipment Spending
1. Day Care Intercity and Rural Bus Motion Pictures
Transport
2. Audiovideo Equipment*  Copper Ores Combination Utilities
3. Missiles Iron Ores Computers*®
4. Tobacco Oil and Gas Fields Hospitals*
5. Periodical Publishing Ordnance Gas Production and
Distribution
6. Logging Grocery Stores Chemicals*
7. Professional Petroleum Products Computer Data Processing
Organizations
8. Apparel Steel and Heavy Equipment  Iron Ores
9. Telephone Services Audiovideo Equipment Electrical Services

10. Construction Supplies

11. Printing

12. Grains and Paper

13. Bikes and Precision
Equipment

14. Oil

15. Medical and Health
Insurance

16. Combination Utilities

17. Gas Production

18. Fire, Marine and
Casualty Insurance

19. New and Used Car
Dealers

20. Machinery

21. Electronic and
Photographic
Equipment

22. Aircraft and
Communication
Equipment

23. Cars and Metals

24. Motion Pictures

25. Bituminous Coal Mining

Low-tech Consumer Goods
Petroleum and Gas
Telephone Services

Logging

Groceries
Motion Pictures

Trucking
Life Insurance
Nonstore Retail

Medical and Health
Insurance
Drug Stores and Pharmacies

Grains and Paper

Automotive and Home
Supply

Aircraft and
Communications
Equipment

Paper

Metal Mining

Automobile Parking
Bituminous Coal Mining
Radio TV Broadcasting
Telephone Services*

Medical and Health Insurance
Petroleum and Gas

Drug Stores and Pharmacies
Crushed and Broken Stone
Beauty shops

Aircraft and Communications
Equipment

Fire, Marine and Casualty
Insurance

New and Used Car Dealers
Ordnance
Bikes and Precision

Equipment

Grains and Paper
Metal Mining

(continued)
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TABLE 9.1 (continued)

First Root: Second Root: Third Root:
LOW SCORES
95. Motor Vehicles Parts Local Surface Transit Shoe Stores
96. Automobile Repairs Furniture for Homes Radio, TV and Computer
Stores
97. Plumbing, Heating, Residential Building Home Appliance Stores
Air-Conditioning Contractors
98. Homes, Pottery, Wool Commercial Banking Intercity and Rural Bus
Transport
99. Lumber for Construction Motor Vehicles Day Care
100. Service to Building Accounting, Auditing Carpeting and Flooring
101. Furniture for Homes Radio, TV Broadcasting Retail Baking
102. Elecrrical Work Periodical Publishing Roofing and Siding
103. Trucking Apparel—Women Nonstore Retail
104. Life Insurance Computer Data Processing  Logging
105. Gasoline Service Stations  Beauty Shops Office—Clinics and
Other Health Practitioners
106. Automobile Services New and Used Car Dealers  Residential Building
Contractors
107. Grocery Stores Furniture Stores Periodical Publishing
108. Operatives—Building Operatives—Building Petroleum Products

*Italicized entries indicate industries generally thought to be knowledge based.

of inequality in the wage structure, particularly given the vast expansion of
pure-service employment during that time."" As it turns out, our measure of
wage-structure inequality, drawn from manufacturing alone, is very highly
correlated with the rising difference between manufacturing taken as a whole
and pure services. Once again, the same forces are at work across and within
groups."

Table 9.2 sorts our industries by the overall degree of earnings gain over
this period and reveals the core pattern of winners and losers in the wage
structure. At the top of the pile, we find the medical-industrial complex: hos-
pitals, insurance, medical supplies, with nursing care a bit behind. Not yet
the highest paying of all sectors, these have come a long way on the explosion
of demand for medical care and the explosion of health costs in the past quar-
ter-century. Next we find the technological beneficiaries of the information
age: computers, electronics, communications, movies. In roughly the same
league we find the energy sectors: petroleum and gas (but not coal). There

then follows the long list of core consumer manufacturing and an even
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INDUSTRIES WITH HIGH AND LOW HOURLY REAL
EARNINGS CHANGES, 1973-1992

Percentage Percentage
Change in Real Change in Real
Winners Earnings per Hour  Losers Earnings per Hour
Hospitals 25.5 Roofing and Siding —-34.6
Fire, Marine and Electrical Work ~33.7
Casualty Insurance  22.3 Carpet and Flooring =326
Medical and Health Masonry, Stone, Plaster -32
Insurance 19.9 Paint and Paper Hanging =505
Medical Equipment Plumbing, Heating, Air
and Supplies 19.2 Conditioning =39
Petroleum and Gas ~ 16.2 Residential Building —30.6
Bikes and Precision Grocery Stores —-28.3
Equipment 15.6 Heavy Construction =277
Computers 14.3 Trucking —26.3
Iron Ore Mining 13.0 Petroleum Products —24.6
Nursing Care 11.5 Nonresidential Building -24.0
Professional Operative Builders =23
Organizations 11.3 Intercity and Rural Bus =3l
Combination Utility Services to Buildings -23.0
Services 10.9 Gasoline Service Stations —22.0
Ordnance 10.7 Department Stores —21.3
Motion Pictures 10.6 Retail Bakeries -20.8
Telephone 10.4 Paint and Glass -20.3
Computer Data Paper —-20.2
Processing 10.4 Lumber =92
Gas 9.8 Household Appliances -18.8
Electronics and Local and Suburban Transit  —18.0
Photographic Furniture Stores =177
Equipment 0%
Electrical Services 9.0
Aircraft and
Communications 8.9
Life Insurance 7.9
Chemicals 6.7
Oil 5.2
Drugstores 2:5)
Grains and Paper 2.6
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longer list of retail, repair, maintenance, and services establishments. Bring-
ing up the rear, we find the construction and home repair trades: carpentry,
plumbing, electricians, roofers, and so on. Once the highest paid of all ser-
vices activities, this sector has done poorly since the early 1970s, no doubt
victim of the massive decline in residential home building since that time.

In the period since 1973, investment and investment above all has driven the
interindustry wage structure. This is true within the manufacturing sector
proper, and it is true between manufacturing and services, once the two are
properly demarcated.

The story of services, therefore, is that there is no separate story. Industries asso-
ciated with capital investment, with the production of capital goods and par-
ticularly with the production of new technologies, have done comparatively
well in modern times. Industries and activities that rely on any other source of
prosperity, whether it be consumer demand or the national security state, have
done poorly. The bottom has fallen away for the noninvestment sector.

The implications of this finding go well beyond the analysis of the sources
of rising inequality. They suggest that an entire civic mantra, on the virtues of
saving and of investment and on the deficiencies of American society in this
regard, has been misleading as both diagnosis and prescription. Compara-
tively speaking, we have not in fact lacked for investment. Therefore we can-
not have lacked for the saving required to finance investment. To the
contrary, private business investment is the singular activity that the Ameri-
can economy has continued to pursue, willy-niily, at a high rate and in a state
of frenetic self-renewal, within a general environment of stagnation and de-
cline. We lack for everything else that accompanied rising private investment
in the period from 1946 to 1973: rising living standards, rising wages, falling
poverty, increased employment in the high-wage, nonmanufacturing sectors
such as government itself, and especially for the public investments that raise
collective living standards and provide amenities that every citizen can enjoy.
Thus, the floors that society had formerly placed under wages in the S-sector
have been progressively eaten away.

It is impossible to square this picture with the prevailing image of a coun-
try afflicted by declining savings and private consumer profligacy, though
that image is relentlessly touted by a certain school of policy advisers and
their allies in academic economics. The evidence presented here contradicts
it. What we see from the movements of the wage structure leads to the oppo-
site conclusion. Investment is the activity that has survived and prospered, at

least in relative terms, in an otherwise declining economy." And those in po-
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sition to profit from spending on investment equipment have done well, al-
most alone among manufacturing workers, in the distribution of wages.

A surfeit of investment! An excess of technological change! But, on reflec-
tion, how could it be otherwise? Private business investment is the source of
the technological revolutions to which we are repeatedly subjected. These
revolutions would be hard put to occur in a society that was not investing; in-
deed they would not and could not occur in such a society. They therefore fit
oddly into the picture of a savings-starved, investment-short, happy-go-lucky
culture with which we are constantly fed. Investment brings us technology.
And these technological revolutions are themselves the instruments of a mas-
sive transfer of wealth, away from technology users and toward technology
producers. This pattern of transfers, following the rhythms of the business
cycle and of the unemployment rate, is an ultimate source of rising inequality
in wages.

But, one may ask, aren’t the comparative gains of the manufacturing sec-
tors and particularly of the knowledge-based industries due to their superior
productivity performance? Isn’t this just the proper working of a market sys-
tem? Haven't things always been this way?

The answers are surely yes, but then no, and no. Certainly the technology
sectors and the goods-producing sectors below them enjoy high rates of pro-
ductivity growth, compared to pure services. They always have. This is in the
nature of activities that use technology and capital: they can change, and they
do change, with the progress of technique and the renewal of equipment.

There is nevertheless no necessary reason, no dictate of economic logic, why
a rapid rate of productivity gain inside a sector should necessarily lead to pro-
portionately higher relative wages in that sector. The rule that real production
wages track productivity growth applies only at the most aggregate level, to the
averages for a society as a whole. It does not apply to the internal distribution
of income." In a different institutional setting, the result might as easily have
been a generalized catch-up to rising manufacturing wages and an accompany-
ing general rise of the level of prices—a mild and steady inflation. Or we might
have seen falling prices for manufactured goods and a stable structure of nom-
inal wages. In that case, the benefits of higher manufacturing productivity
growth and new technologies are spread through the society rather than being
concentrated on the technology generators and goods producers.

Such institutional settings are not merely hypothetical. They are part of
history and have occurred at other historical moments in the United States as
well as overseas. They were in fact the prevailing pattern during the first gen-
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eration following World War II. They remain the pattern, to a very substan-
tial extent, in Northern Europe. What has happened in the United States
since the early 1970s is therefore historically and politically specific. To put it
most briefly, politics and history govern our fate.

WE CAN now round out our analysis of the rise in inequality of wages and
salaries in the United States that began in the early 1970s. We have seen that
the explanations so far offered—that technology did it or that trade did it—
are at best partial and inadequate. Although technology did play a major role
in the income transformation of the past two decades, the role of technology
cannot be fitted into the model of a competitive labor market. That frame-
work offers a distorted idea of what technology is. It is biased toward the
computer at the expense of the full array of other technologies undergoing al-
most equally rapid change. It has no comprehensive measure of technological
change that can be matched to the rise in inequality that has occurred. It of-
fers no foundation for the belief that technology should have changed in
such a way as to produce higher inequality after 1970, when it did not do so
before that date.

What emerges from this analysis is the industry-specific and policy-
dependent character of the technical revolution. Some industries design, make,
and sell capital goods. These industries—whose exact boundaries are broadly
but not precisely captured in my industrial classifications—hold the cards in
the game of technological winner-take-all. Workers in these industries are de-
fined to be the workers with scarce and valuable “skill.” Outside these sectors,
in the realms of machine-using mass production and pure service activities,
there is comparatively little that workers can do, as individuals, to enhance
their position. Working “smart” here is an illusion: the number of winners in a
winner-take-all lottery is necessarily a small fraction of those who would like to
play. “Technological revolution” is a game that only a few can win.

Once the increase in dispersion in manufacturing wage and salary in-
comes is measured with satisfactory precision on a year-to-year basis, it can
be substantially explained. Macroeconomic developments and policy mea-
sures—changes in unemployment, the rise in the dollar’s exchange rate after
1980, economic growth, inflation, and the minimum wage—can all be
shown to have had significant effects on increasing inequality in manufactur-
ing wages. This exercise removes the mystery behind the movements of in-
equality in the manufacturing wage structure. And a similar scory holds for
the larger movements of wages between manufacturing and services, though

here an even greater explanatory weight must be laid on the investment cycle.
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What remains to be explained is why the movements of the macroeco-
nomic variables took the form that they did. And this we have now also done.
We have shown that what happened was a collapse of the political forces that
had previously supported mass consumption. Up until the early 1970s, a
broad-based improvement of living standards by working Americans had
been achieved through a range of means working in parallel and including
high volumes of output and employment, trade protection, and government
expenditures on national defense. This is what disappeared. The worker’s
state, it would seem, did not just decline and finally collapse in the Soviet
Union. Rather, a much more powerful, much more successful one also fell
into decay, over the same period of time, in the United States.

From the end of World War II until about 1970, the pressures of creative
destruction on the wage structure were under control, for the United States
pursued policies of full employment, reasonably steady economic growth,
and rapid actions to prevent or end recessions. These were accompanied
through the 1960s by an explicit policy of wage discipline and solidarity. All
workers in the society came to expect an average increase in real compensa-
tion approximately equal to the average national rate of productivity growth.
This was the “guideposts” policy. Its intent and effect were to squeeze the
wage structure, gradually reducing differentials between professions and jobs.
The squeezing was promoted by a low unemployment rate (3.5 percent by
1969), a steadily rising minimum wage ($6.50 in 1994 purchasing power by
1968), a strong union movement in alliance with the governing party, and a
War on Poverty whose intended effect was to strengthen the poor in their
struggle for jobs and incomes.

After 1969 the government took a different turn. Wage-price guideposts
were abandoned, freeing business firms to raise prices. Macroeconomic pol-
icy became dramatically unstable, creating and tolerating recession in 1970
to tame the inflation that the end of price restraints produced. An investment
tax credit further boosted the investment sector. In 1973, OPEC raised oil
prices, partly to finance enormous purchases of American arms, and mone-
tary policy again responded with high interest rates and unemployment. The
pattern repeated at the end of the decade following the revolution in Iran,
with a short recession in 1980 and a deep one in 1981-1982.

Through this time, full employment, protectionism, and later national se-
curity expenditures were progressively stripped away, and though there were
occasional election year booms, the first in 1972 and the second in 1984,
consumption expenditures fell with the declining average real wage. After
1980, the dollar went up, and imports flooded in. Minimum wages fell
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sharply in real terms. All of these changes had the effect of breaking down the
structures of solidarity that had held the American middle class together for
the first quarter-century after the end of World War I1.

The new instability of macroeconomics gave a powerful boost to invest-
ment and technology, both in absolute terms and as compared with con-
sumption. With each recession, waves of older factories disappeared. With
them went the hard-won, high-paying jobs of the traditional blue-collar
workforce. But with each recovery, firms faced an imperative to replace lost
capacity, and to do it in the most cost-saving, labor-saving, technologically
advanced way available at that moment in time. Waves of layoffs were fol-
lowed by waves of investment. But the new investments were never designed
to relieve the distress of the previously unemployed. They were designed in-
stead to substitute entirely for them, and this they accomplished.

At the same time, incomes policies were abandoned. The idea that all soci-
ety should benefit equally from national productivity gains was replaced by
an ideology of the market, in which winner-take-all and the devil-the-hind-
most. Minimum wages were allowed to fall in real terms; safety net social ex-
penditures came under assault. There began a cult of the entrepreneur, laying
great stress on the wonders and virtues of new technology but no accompa-
nying concern for its fantastic propensity to redistribute existing income and
wealth from the many to the few. The technology-producing sectors, which
had been present all along (but tamed) in the old Keynesian economy, began
their drive for an ever-expanding share of incomes. And they succeeded, at
the expense of the middle-class society that America once was, not long ago.

What was left was a technology empire. In that empire, a comparatively
small number of firms and their salaried employees, plus a fair number of in-
dependent professionals, could reap the rewards of an immense predatory
raid on the previously existing structures of production. The weapons in that
raid are selected and even deployed by the victims themselves. But participa-
tion is involuntary nonetheless. “Invest or die” becomes the creed in every in-
dustrial activity under technological assault. The consequence is an
enrichment of the technology producers, a weakening of the technology buy-
ers, a successive displacement of C-sector workers into the S-sector. Ulti-
mately, the losers end up in debt or on the dole, in the ever-less-welcoming
arms of the Transfer State.

In presenting this story, one might be drawn to the idea that the rush to
new technology as such was at fault.” The rebuke of Luddism haunts this ar-
gument, just as the protectionist urge lurks behind the trade-did-it position.

But neither technology, properly measured and accounted for, nor the expan-
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sion of trade in themselves brought on the rise in inequality of which the
country was the victim. They were merely the battering rams with which the
old structures were knocked down, with technical revolution in the senior
and the high dollar in the junior position.

Behind the battering rams, behind the decisions to use them in this way,
behind the creation of the situations in which they could be used in such a
way, were political figures and policy decisions—decisions, for example, to
tolerate unemployment. The economy is a managed beast. It was managed in
such a way that this was the result. It could have been done differently. It was
not inevitable even given the progress of technology and the growth of trade.
[t was, in a sense, done deliberately. That is the real evil of the time.












10

THE NAIRU TRAP

The Conservative belief that there is some law of nature which
prevents men from being employed, that it is “rash” to employ
men, and that it is financially “sound” to maintain a tenth of
the population in idleness for an indefinite period, is crazily
improbable—the sort of thing which no man could believe
who had not had his head fuddled with nonsense for years and

years.

—7John Maynard Keynes, Can Lloyd George Do It?

f we want a more equal wage structure, we need a low rate of

unemployment. Other conditions would help: a still-higher
minimum wage, a more competitive value of the dollar, general price stabil-
ity. Nevertheless, a low unemployment rate—say, 4 percent or lower, and sus-
tained for a long period of time—is the essential thing. This is the principal
way to equalize the playing field between sellers of technology and those who
must buy it, and so to turn the American wage structure from a bloody bat-
tleground back toward a model of middle-class solidarity.

Is this possible? Can we return to full employment and stay there? Most
professional economists would say no. At 2 minimum, they would argue that
persistent low unemployment would generate an unacceptable increase in in-
flation. Many would argue that unemployment below 5 percent or so would
produce accelerating inflation—a fast track to hyperinflation. This is the “ac-
celerationist hypothesis,” associated with the idea of a natural rate of unem-
ployment.

171
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The concept of a natural rate of unemployment, or nonaccelerating infla-
tion rate of unemployment (NAIRU), has more or less ruled American
macroeconomics for about twenty-five years. It has its origins in a remarkable
1968 presidential lecture to the American Economics Association by Milton
Friedman, perhaps the most influential such lecture ever given. Not by coin-
cidence, macroeconomists in the years since have mostly abandoned research
into the problems and costs of unemployment, and for the most part have
become a potent voice against policies directed at reducing the rate of unem-
ployment. So long as this brand of economics remains influential, it is un-
likely that much will be done about unemployment or about the high rates of
underemployment that develop when open unemployment is high and good
jobs are scarce.

This chapter presents the case for no confidence in Friedman’s idea and its
successors over the years, an argument for discarding the NAIRU as a basis
for policy. First, I will argue that the theoretical case for the existence of a nat-
ural rate of unemployment is not compelling, and never was compelling.
Second, the empirical evidence for the accelerationist hypothesis is weak, and
it has become much weaker in the past decade. There is little basis for the fear
that inflation accelerates quickly once unemployment falls below some
threshold level. Third, the record reveals that attempts to estimate the loca-
tion of the NAIRU or natural rate have been, on the whole, a professional
embarrassment, a sequence of repeated failures. This has been more than just
a series of missed guesses, of cases where the unemployment rate went down
and inflation didn’t rise as predicted. Rather, there has occurred a failure of
the economics profession even to agree on the basic methods by which one
would set about finding the natural rate. Fourth, I will argue that adherence
to the concept of the natural rate as a guide to policy has major social costs
but negligible social benefits; it amounts to a device for turning the econom-
ics profession into apologists for those social forces that do not want full em-
ployment. The risks of dropping the natural rate hypothesis are therefore
minor, except so far as those particular interests are concerned. If we are
wrong, the error can be corrected, and not much will have been lost.

Before Friedman’s lecture, most American economists accepted the fa-
mous “stable Phillips curve” as the best concise statement of the relationship
between unemployment and inflation. In concrete terms, they expected that
a lower unemployment rate would be associated with a higher rate of infla-
tion. For example, they might expect that a 5 percent unemployment rate
would yield a 2 percent rate of inflation, while a 3 percent unemployment
rate (full employment by any standard) might yield inflation of 5 or 6 per-
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cent per year. Critically, they expected these relationships to be stable. Three
percent unemployment might be associated with inflation of (say) 5 or 6 per-
cent. It would not be the cause of inflation rates rising from year to year,
from, say, 6 to 8 to 10 percent and continuing on upward. Likewise, high un-
employment would cause low, but again stable, inflation; it would not be the
cause of steadily declining rates of inflation, perhaps leading to falling prices.

Thus, the Phillips curve presented policymakers with an inflation-unem-
ployment trade-off and a resulting menu of policy choices. But it was a menu
that they could live with. Liberals could argue for a lower rate of unemploy-
ment, at the cost of a slightly higher rate of inflation. Conservatives could
argue for accepting a higher rate of unemployment, in return for a closer ap-
proach to price stability. What both camps shared was an underlying analysis
of the choices involved. They agreed that the choice was fundamentally sta-
ble. While they might disagree on the appropriate policy, neither conserva-
tive nor liberal could accuse the other of making an error based on faulty
theory or of embarking the economy on the road to ruin.

Friedman changed all of that. His device was very simple. Friedman asked,
What happens if rational economic actors come to understand the Phillips
curve? Won't they then make a correct forecast of the consequences for infla-
tion from falling unemployment and adjust their price expectations accord-
ingly? Won't that lead to a ratchet effect in the inflation rate, in which
yesterday’s expectations become incorporated in today’s demand for higher
wages and higher prices? In this way, Friedman introduced what economists
call an “expectations function” into the equations describing the Phillips
curve. Henceforth, the inflation rate would depend both on unemployment
and on past inflation expectations.

In Friedman’s model, efforts to drive the unemployment rate down would
lead workers and businessmen to expect a higher rate of inflation. They
would therefore raise their demands for wages and price increases. This
would cause the short-run Phillips trade-off between unemployment and in-
flation to “shift upward.” Every given level of unemployment would now be
associated with a higher rate of inflation than had been the case before. And
once economic agents again realized that this had happened, they would
again react, raising their price and wage demands yet again, so long as unem-
ployment remained “too low.”

The expected rate of inflation would come to predict the actual rate of in-
flation—and the process of inflation acceleration would stop—only when
unemployment is held at an equilibrium value, a value that did no# induce
expectations of accelerating inflation. This is the value that Friedman called
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the natural rate of unemployment. By definition, the long run is a condition
of the economy when expectations are satisfied, and therefore conditions do
not change. Friedman’s natural rate of unemployment was thus a long-run
equilibrium in this sense.

Friedman was drawing the distinction between the short run, when varia-
tions of unemployment could affect inflation, and the long run, when by
construction unemployment could not vary. Efforts to reduce unemploy-
ment below its natural rate equilibrium would appear successful in the short
run but would soon generate accelerating inflation whose intolerability
would force a retreat to the natural rate.

This argument swept the field, giving conservatives a virtual monopoly on
both innovation and respectability in macroeconomics for perhaps the fol-
lowing fifteen years. Friedman’s policy lesson was plain. It was foolishness to
pursue full employment, that hoary goal of federal policy since the Employ-
ment Act of 1946, except by measures on the “supply side” that might en-
hance human capital or “make the markets work better.” The simple-minded
but successful policies of the 1960s, which had reduced unemployment
below 3.5 percent while maintaining inflation below 6 percent, despite a
shooting war, were rejected as though they had harbored an unsuspected
virus. Even those who had designed the policies of the 1960s became defen-
sive about them in later years, so great was the stigma of theoretical error they
carried in the wake of Friedman’s speech.

Yet Friedman’s approach is open to questions that were not widely raised
at the time, questions that remain essentially unanswered decades later. First
among these concern the shortcomings of the Phillips curve itself. The
Phillips curve had always been a purely empirical relationship, an inference
from the data of economic history. It had been adopted by the Keynesians of
the day, because their theoretical model had no effective way to predict the
rate of inflation. (James Tobin once elegantly described the Phillips curve as a
set of empirical observations in search of a theory, like Pirandello characters
in search of a plot.) The Phillips curve plugged the hole in a simple but eftec-
tive way, and for the first decade after it was introduced (in 1960), it seemed
to be a remarkably effective forecasting device.

Milton Friedman accepted the Phillips curve as a valid model in the short
run. He supplied no theory for a short-run Phillips curve; he simply affirmed
that such a relationship would “always” exist. He did this, as a matter of logic,
because he had to; the theoretical logic of the natural rate of unemployment
itself depends in a critical way on the validity of the Phillips curve in the

short run. If the Phillips relationship fails empirically—that is, if levels of un-
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employment do not in fact predict the rate of inflation in the short run—
then the construct of the natural rate of unemployment also loses meaning.!
This empirical issue, which is more troubling than most suppose, will be dis-
cussed later. For the moment, it is sufficient to note that a theoretical argu-
ment that rests on a purely empirical, atheoretic foundation is likely to run
into trouble sooner or later.

Friedman surely sensed the difficulty. For while his core argument was
macroeconomic and dependent on the short-run Phillips curve, he also
phrased a version of it in microeconomic terms, in terms of the basic econom-
ics of supply and demand. According to this alternate version, the real wage
adjusts so that the amount of labor firms wish to hire comes exactly to equal
the amount that workers wish to supply. The natural rate of employment
(and, implicitly, unemployment) is then simply the equilibrium point of this
market. If policy attempts to push unemployment lower than the equilib-
rium, money wages and money prices start chasing each other skyward.

The two versions are quite distinct. The main line of Friedman’s argument
concerned a long-run Phillips curve based on sticky wages and slowly adjust-
ing expectations; it left the possibility open that some short-run policy inter-
ventions to reduce unemployment might succeed. The notion of an
aggregate labor market pointed the way toward the radically right-wing eco-
nomics that dominated macroeconomics in the 1980s. This model took the
idea of a “natural rate of unemployment” to new extremes. Friedman put it
this way:

At any moment of time, there is some level of unemployment which has the
property that it is consistent with equilibrium in the structure of rea/ wage rates.
... The “natural rate of unemployment” in other words, is the level that would
be ground out by the Walrasian system of general equilibrium equations, pro-
vided there is embedded in them the actual structural characteristics of the
labor and commodity markets. [emphasis added]

Such a labor market is pure and perfect in all the ways that a neoclassical
economist of the late nineteenth century—Leon Walras in Friedman’s in-
structive reference—would have liked to believe. It is free of money: it has no
money contracts and no “money illusion,” meaning that workers see through
the dollar value of their paycheck to the underlying basket of consumption
goods it will buy. Thus, workers cannot be fooled into neglecting the
prospects for inflation, which might lead them to think that their pay is
worth more than it is. Employment is purely a function of the real wage, act-
ing on the marginal physical productivity of labor (the basic force underlying
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the demand curve) and the marginal disutility of work (the basic force under-
lying the willingness to work).

In such a market, economists say, nominal shocks can have only nominal,
not real, effects. This means that if you simply inject money into the system,
you get an effect on prices but not on output. Money (for which one may as
well substitute “macroeconomic policy”) is neutral, perhaps even in the short
run. Friedman’s formulation states that persistent unemployment below the
natural rate must lead through the labor market to rising real wages—to
money wages rising more rapidly than prices. Rising real wages must then
dampen the willingness of firms to hire new employees, engendering a return
to the natural rate of unemployment.

Inflation enters the picture only insofar as employers try to push up prices
to keep the real wage from rising. But this proposition cannot succeed, under
the terms of the model, so long as unemployment remains below the natural
rate. Money wages must catch up to rising prices, and the only recourse for
employers is to push prices up once again. Thus, in this version just as in the
other one, Friedman’s formulation led to accelerating inflation if govern-
ments are so foolish as to try to keep unemployment below the natural rate.

This story is pre-Keynesian in all its essentials; every bit of it could have
been articulated before John Maynard Keynes published 7he General Theory
of Employment Interest and Money in 1936. And the essential theoretical ob-
jections to it were set forth by Keynes in that book.

First, Keynes argued that labor supply and demand cannot be modeled in
terms of the real wage, for workers care about relative wages as well as real
wages. They care about how much their neighbors and colleagues are earn-
ing, not merely about the purchasing power of their own wages. This means
that workers bitterly resist cuts in their money wages, which are almost al-
ways particular rather than general in effect, while they do not resist small
rises in the cost of living that erode the real wage. Keynes argued that for this
reason one could not model the labor market as an “equilibrium in the struc-
ture of real wage rates.” Both money wages and prices affect real wages—but
in sharply differing ways.

Second, and more seriously, Keynes argued that workers cannot actually
negotiate for their own real wages. This is because of an interdependency be-
tween money wages and the price level. If workers accept a cut in their
money wages, the firms they work for will observe a reduction in their costs.
The result will be a cut in the prices of products that those firms produce.
But this will feed back into the consumption basket of the workers: goods

they purchase will be cheaper. The result: the real wage will not fall, in re-
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sponse to a cut in money wages, at least not by nearly the same amount as the
money cut.

The mechanism for the adjustment of real wages in the labor market
therefore cannot work along the principles that the classical economists (and,
in 1968, Milton Friedman) proposed. The labor market cannot achieve an
“equilibrium in the structure of real wage rates.” Even if workers as a group
would like to accommodate their employers, Keynes argued, by working for
less, they find themselves incapable of achieving this result. Wages are cut,
demand falls, inventories stock up, and firms will cut prices in order to move
the merchandise. Once that happens, real wages go back to where they were
before, and the workers, while better off individually, have done nothing to
increase employers’ willingness to add new workers to the labor force.

These two objections fatally undermine the concept of the labor supply
curve. Hence they take apart the very construct of an aggregative labor mar-
ket. You can’t have a labor market without a supply curve for labor. There is
no getting around this difficulty: markets require supply and demand. If part
of the market model is irreparably inconsistent with the facts, you cannot
rely on market adjustments to deliver pleasing equilibrium results.

If there is no aggregative labor market in any sense meaningful to econom-
ics, then theories based on shifts in real wages clearing labor markets will fail
to hold. From a proper Keynesian perspective, the correct response to Fried-
man’s second formulation of the natural rate hypothesis would have simply
been, “Sorry, but at the aggregative level the ‘labor market’ is a misconcep-
tion; it doesn't exist.” Keynesians in 1968 should have insisted that aggregate
demand for output, and not supply and demand for labor, determine em-
ployment, and that therefore only the first Friedman formulation, that of ex-
pectations plus the Phillips curve, was worthy of serious examination.
Friedman’s second formulation was simply a failed metaphor, unsuitable for
use as the foundation of a theory.

A further line of objection to Friedman’s theory of the natural rate also has
its roots in Keynes. Is long-run equilibrium really a good guide to macroeco-
nomic policy? Friedman’s NAIRUvian long run and the more strictly classi-
cal natural rate, based on rational expectations, are certainly beguiling; they
have a logical charm and evoke the appreciation economists reserve for clever
argument. But are they relevant? Information may be asymmetric. Competi-
tion may be monopolistic. Nonlinearities and even chaos are possible. In
such cases, the long-run equilibrium may be undetermined or incalculable or
beyond achievement. The future may be inherently unpredictable. And
workers may very well understand that in a world of rational indifference, of
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a principled refusal to compute, surely the short-run relationships and policy
actions are what matter. As Keynes famously made this point: “In the long
run we are dead.”

Even the Chicago economist Robert Lucas has made the argument that
the long run is only a sequence of steps which each occur in the here-and-
now.’ If short-run policies necessarily fail, which is Lucas’s position, then you
must live by the long run. But if short-run policies actually work, it is fruit-
less to look that far ahead, and what you have to do is work from one short
run to the next. This is the position of Keynes. The gulf between Lucas and
Keynes is unbridgeable, but the point on which principled conservatives and
liberals must agree is that one must choose one construct or the other. It is
impossible to think clearly about economic policy problems if you spend
your time trying to split the difference, to divide the world into mutually
noncommunicating spheres by basing policy in the short run on one set of
considerations and policy in the long run on others.

These objections are far easier to make in retrospect than they were in
1968. Mainstream American Keynesians of the late 1960s were committed
to the Phillips curve.’ Yet they could also hardly deny a role for expectations,
or that expectations must be satisfied in the long run. In their own interpre-
tations of Keynes, they had also already resurrected the aggregate labor mar-
ket, literally over the dead body of the master. They were thus in no position
to react to Friedman by citing Keynes or by repudiating the fallacies inherent
in a model that combined Keynesian and anti-Keynesian thinking.*

Let us now consider some evidence. Figure 10.1 shows the short-run
Phillips curve in the 1960s and beyond.’ The data are monthly moving aver-
ages (over twelve months) of inflation and unemployment, with yearly labels
inserted at midyear. At a glance, Figure 10.1 does resemble a shifting set of
short-run Phillips curves. For example, one can pick out a curve in the lower
left for the 1960s, and another curve in the upper center representing the late
1970s, after the second oil shock. But on average, taking the data as a whole,
there is only a very modest inverse relation between inflation and unemploy-
ment. The range is very wide, with much horizontal movement. Moreover,
the main upward thrusts are contributed by a fairly small number of infla-
tionary months—in the late 1960s, 1973, and 1979. These upward thrusts
happened at very different levels of unemployment, sometimes low and
sometimes quite high, and it is hard to see any unifying or consistent theme
relating them to the rate of unemployment.

Equally important, the figure is not symmetric.’ Leftward movements,
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FIGURE 10.1

INFLATION AND UNEMPLOYMENT
Monthly Moving Averages, 1961-1997
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when unemployment is falling, are substantially horizontal. In each expan-
sion from the late 1960s to the mid-1990s, inflation rose little as unemploy-
ment fell. However, rightward movements as unemployment rises do result
in a fall in inflation. Recessions are indeed disinflationary, as no one disputes.
Thus, one can get Phillips-type patterns very easily by looking at times when
unemployment is rising, but when unemployment is falling, the figure gives
very few hints of where and when inflation will strike. If there is a natural rate
of unemployment running through the diagram in Figure 10.1, where is it
located, exactly?

In a 1997 article that fairly represents the state of the art in estimating
NAIRU, the leading practitioner reports NAIRU estimates for 1994 with
mean values just below 6.0 percent, with some variation when different mea-
sures of inflation are used. But the 95 percent confidence intervals—the sta-
tistical margin of error—around these estimates range from 2.8 to 7.7
percent! Such a band by itself makes the NAIRU useless for policy purposes;

one might say that with such friends, critics are superfluous.”
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When, as an alternative strategy, the studies have allowed the natural rate
to move, it has shifted considerably. According to one study:

The natural rate of unemployment is estimated to have increased steadily from
3.5 percent in the mid-1960s to a peak of 7.25 percent in 1980, and then to
have fallen back to about 5.75 percentin 1988. . . . Thus, roughly half of the in-
crease in actual unemployment rates from the mid-1960s to their peak in the

early 1980s can be artributed to increases in the natural rate.®

Thus, as the real unemployment rate moves, the apparent NAIRU moves
in its shadow. Estimates of the NAIRU were at 6 percent or so for the overall
unemployment rate following the recession of 1990, and as late as 1995
many still insisted on that number. Currently, they have generally fallen to
5.5 percent or lower.” Yet unemployment has already fallen below 5 percent,
with no perceptible effect on inflation. As in the past, the present estimates
and reestimates seem largely a response to predictive failure. We still have no
theory, and no external evidence, governing the fall of the estimated NAIRU.
The literature simply observes that inflation hasn’t occurred and so the previ-
ous estimate must have been too high."

It is often necessary to revise a parameter once or twice in the light of new
information. Differences of specification are also normal in the early stages of
scientific inquiry. But to hold to a concept in the face of twenty years of un-
explained variation, predictive failure, and failure of the profession to coa-
lesce on procedural issues is quite another matter. If professional economists
want to be taken seriously on the NAIRU, they have to come to agreement.
Yet agreement on even the present location of the NAIRU or its confidence
interval remains far away. Nothing remotely resembling the unified policy
view of the 1960s Keynesians, with their commitment to the pre-NAIRU
Phillips curve, exists today."

Speaking politically, the natural rate hypothesis has served a conservarive
cause. Ever since Friedman’s speech, orthodox macroeconomics has virtually
always leaned against policies to support full employment. In spite of stag-
nant real wages, it has virtually never leaned the other way.

For the radical conservatives, this must be forgiven: the logic of their case
imposes opposition to all policies affecting employment through aggregate
demand. But for the more pragmatic NAIRUvians, who believe that demand
policy may have an appropriate role in engineering “soft landings” at the
NAIRU, these statistical games seem to be a matter of curiously irrational,

systematic error. Some economists have been more cager to raise their esti-
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mate of NAIRU than to cut it. The NAIRU, like the wage rate, is down-
wardly sticky.

When a higher NAIRU accompanies higher unemployment, it cuts against
the case for a policy of expansion, since a higher proportion of the existing un-
employment is seen as necessary to preserve stable inflation. When unemploy-
ment is falling, a downwardly sticky NAIRU bolsters the natural caution of
many economists concerning pro-growth policy intervention. In conse-
quence, policymakers are almost never presented with a clear case, based on
natural rate analysis and supported by a consensus of NAIRU-adhering econ-
omists, for a pro-employment policy. This pattern continues right up to the
present; some economists who a few years ago insisted that the natural rate
was G percent now insist on 5.5 percent, or perhaps 5 percent. Lower esti-
mates will be forthcoming, after the fact, if unemployment continues to fall
and inflation does not increase. But by then it will be too late, and potential
gains from having the estimates in hand now will have been lost.

Economics has in this way talked itself out of a role in solving the central
macroeconomic problems of unemployment and stagnation. Taxonomy in
the least useful sense of that term—the empty art of labeling existing unem-
ployment as “structural,” “frictional,” or “cyclical”—has substituted for the
development of theory bearing on action. The theories that have developed
reinforce the message implicit in the taxonomy chosen: once frictional, struc-
tural, and cyclical unemployment are allowed for, there is truly nothing left
to be done. The cost of unnecessarily high unemployment itself must there-
fore, to some extent, rest on the conscience of the economics profession.™

We have seen, in earlier chapters, that high measured unemployment re-
flects conditions that have pernicious effects, not just on the unemployed but
throughout the structure of wages and incomes. This simply calls further at-
tention to the pervasive evil of excessive unemployment. The conditions that
produce unemployment also work to split the wage structure. They under-
mine the middle-class character of society and separate the comfortable from
the poor. The relationship between unemployment and inequality is there-
fore an additional reason for devoting intellectual and material resources to
the pursuit of full employment. It also makes it reasonable to ask that advo-
cates of speed-limit theorems and natural rate hypotheses prove their cases
convincingly and in a unified way, something that in three decades they have
not done. .

Can economics live without the natural rate of unemployment? Surely the
measure of scientific maturity lies in a willingness to match theory with evi-
dence, to discuss anomalies with an open mind, and to move on when it is
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THE NEW VICTORIANS

The new rich of the nineteenth century were not brought up
to large expenditures, and preferred the power which invest-
ment gave them to the pleasures of immediate consumption.
In fact, it was precisely the inequality of the distribution of
wealth which made possible those vast accumulations of fixed
wealth and of capital improvements which distinguished that
age from all others. Herein lay, in fact, the main justification of
the Capitalist System. If the rich had spent their new wealth
on their own enjoyments, the world would long ago have

found such a regime intolerable.

—John Maynard Keynes, The Economic Consequences of the Peace

In his first, great and angry essay, The Economic Consequences of
the Peace, the young British economist John Maynard Keynes
wrote in 1920 that the economy of nineteenth-century Europe had been sus-
tained by a “double bluff.” A small number of the very rich were allowed to
earn a great share of national income, because instead of spending it for their
own pleasures, they took on the obligation of saving, investing, and choosing
the direction and the scale of social progress. Because they did so, they were
perceived by the workers as performing a necessary social function. The rich,
in their turn, accepted this obligation not from altruism but selfishly: their
idea was that through accumulatiom; they could ensure the prosperity of their
own children.

In truth, both sides were in the grip of illusion. On one side the “laboring
classes accepted from ignorance or powerlessness, or were compelled, per-

183
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suaded, or cajoled by custom, convention, authority and the well established
order of Society into accepting” only a small share of the “cake that they and
nature and the capiralist classes were cooperating to produce.”

And on the other hand the capiralist classes were allowed to call the best part of
the cake theirs and were theoretically free to consume it, on the tacit underly-
ing condition that they consumed very little of it in practice. The duty of “sav-
ing,” became nine-tenths of virtue and the growth of the cake the object of

true religion.

The illusion especially gripped the wealthy, for they had freedom of choice.
Unlike the workers, they could, in principle, consume at pleasure, yet they did
not, preferring to save for old age or for their heirs. But, as Keynes pointed
out, “this was only in theory.” For the moral imperative to save and accumu-
late transcended death and generations: “the virtue of the cake was that it was
never to be consumed, neither by you nor your children after you.”

The system thus depended on a current and a continuous disinclination
by the wealthiest citizens to consume. Lest the bluff be called and the workers
assert their claim to a large share, the same obligation, the same restraint, the
same modesty had to be passed along down to the final generation. This pos-
sibility disappeared after 1914: “The war has disclosed the possibility of con-
sumption to all and the vanity of abstinence to many.”

World War I shattered faith in eternal progress; the rich lost confidence in
themselves and in the security of their role. They abandoned their active re-
sponsibility and sought instead either to protect their financial positions by
remaining liquid or through stock market speculation, or else to enjoy the
fruits of wealth in consumption. Either way, both the accumulation of capi-
tal and the growth in living standards slowed down. And in the meantime the
workers, having seen the vast capacity for consumption made evident by the
war itself, refused from that point forward to refrain from demanding a larger
share for themselves.

The old institutions and the economy they sustained collapsed. New
methods of achieving the old objectives were required. It took until the end
of World War I for this to happen, particularly in Europe, although the New
Deal ran a laboratory for experimentation in the United States. And for a
generation following World War II, the role of the wealthy was assumed, in
essence, by the state. Social security systems and large-scale public invest-
ments, including military spending, closed the loop between savings and in-
vestment that had failed to close during the interwar period and the Great

Depression. This was a great success, and it ensured almost continuous
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growth and full employment for a generation. It turned out that a social
arrangement of a middle class led by its government was quite as feasible as,
and more stable than, the old division of the world into capitalists and prole-
tariat, kept alive in the rhetoric of the Marxist powers. Indeed the cold war
contributed to the success of the system, for it put the elites in the democra-
cies on notice that their middle classes had better conspicuously outperform
the rise of living standards in the communist world. This they achieved, and
the Keynesian system thrived in Europe and in the United States.

The wealthy were dispossessed of their power, but they never reconciled to
the system, especially not in the United States where, unlike much of Europe,
industrial capital remained almost wholly in private hands. And so the rich
campaigned against the system. After 1969, for a variety of reasons, they tasted
success and gradually returned to a controlling political role, from which they
began to force the state to withdraw from the responsibilities that the new sys-
tem had required of it. The long campaign continued over the 1970s, achiev-
ing small triumphs on capital gains taxation in 1978, with the appointment of
Paul A. Volcker to the Federal Reserve Board in 1979, and with President
Carter’s commitment to balance the budget in 1980. It culminated in the elec-
tion of the rich man’s government of 1980. The Reagan Revolution completed
what the Nixon administration had only begun, and tentatively: a massive re-
duction of taxes on the richest Americans, a massive increase in their interest
incomes, and a start on the demolition of the welfare state.

So the rich triumphed. Yet they did so without resuming their former po-
sitions of social obligation, without resuming their former posture of indus-
trious restraint. And therefore they failed to recreate either the dynamism of
the late nineteenth century or the illusion of their own indispensability. A
patina of legitimating economic argument, known as supply-side economics,
laid the ground for Reaganism by claiming there would be an enormous rise
of saving, investment, and work effort, that these would be “unleashed” just
as soon as tax codes were rewritten to improve the structure of incentives.'

Nothing of the kind occurred. Tax rates were slashed, on both incomes
and capital gains. Work effort among the upper classes did not improve. In-
terest rates were multiplied, which in theory should have raised the propen-
sity to save. But instead there was a consumption binge, one that occurred
strictly among the wealthy, who enjoyed almost all of the net income gains of
that period and almost all of the increase in living standards.? The price they
paid was to expose themselves to the country as the irresponsible people that
in fact they were.

Supply-side economics nicely illustrated the distinction between an ethos
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and an exercise in propaganda. It was slick, clever, and certain to fail, an exer-
cise in bad faith from the beginning. And in truth the ordinary rich, as dis-
tinct from their propaganda artists, are not really to blame. They had few
alternatives, except to take the money and run. They could not have reas-
sumed social leadership if they'd wanted to. Nineteenth-century industrial-
ism could proceed from individual initiative only because it occurred at
nineteenth-century scale, vast though it seemed at the time. The scale of ac-
cumulation that is routinely required today to support the current mass con-
sumption that we have since come to expect lies far beyond the capacity of
purely private economic institutions to assume and sustain the risks.

To put it another way, at the scale of the modern economy, the collective
action problem is present in acute form. The Victorian wealthy were truly a
tiny class, geographically concentrated, and subject to an intense social disci-
pline that enabled them all to share, with minor exceptions, in the prevailing
ethos of accumulation. The accumulating classes in the United States today
are spread over the entire continental expanse of the country, and their pre-
vailing attitude is hedonistic, libertarian, and selfish. So long as a significant
fraction of the wealthy defect from an ethos of saving and accumulation, so
long as they do not, in fact, invest, the resulting low rates of growth guaran-
tee that the exercise will not be profitable for the remainder, the small num-
ber of technological virtuosos always excepted. Virtue does not pay unless all
practice it; to restore the true religion in the 1980s would have required an
Inquisition, and one was not forthcoming,.

The supply-siders left an ideological vacuum. Since their collapse, there has
existed no frank statement of a doctrine asserting bluntly that private control
of private assets, concentrated in a tiny elite of the population, should become
again the sole criterion for voice in economic affairs. And yet the alternative
propositions are also so weak that this precise position has prevailed in prac-
tice. The roles of the state as engine of accumulation and as stabilizer of con-
sumption seem to have been nearly forgotten—though the state continues to
play that role in important ways, including the budgets for social security and
national defense. The government’s role in ensuring a fair and equitable pat-
tern of income distribution is remembered only by conservatives and only, by
them, with contempt. There is a common ground on the unchallengeable au-
thority of markets that now stretches, with differences only of degree, from
the radical right to the mainstream liberal. The poor are voiceless, the middle
class marginalized; in the new theology of economic governance, only dollars
vote, and only the rich have them. Thus we have essentially recreated in dis-

guised form the myth of the indispensable capitalist leader.
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Backing up this de facto social order, in the nearest thing we have today to
a supply-side doctrine, is a stale religion of the virtues of saving, of thrift, of ac-
cumulation—a kind of reborn Victorianism for the masses. Legions of writers
castigate Americans for an allegedly low national savings rate, for overcon-
sumption, for profligacy. They urge hard work, abstinence, self-reliance, the
acquisition of skills, and faith in the fairness of the private market outcome.
Most of all, they urge financial prudence and provision for the future, by each
household individually and by the government on behalf of the whole. The
movement for a balanced budget is the public sector manifestation of this
creed; the preacherly exhortation to “work, save, and invest” is the manifesta-
tion of it in the private realm.

The problem with this revived liturgy of national self-improvement is
that, unlike the old Victorianism, which was a creed meant for the rich alone,
the new one is directed at an audience incapable of responding in any sub-
stantial way. Half or more of American households accumulate nothing; the
lower middle class and below live from month to month. For the majority of
the remainder, accumulation takes the form of a house and a mandatory re-
tirement plan, neither of which they control. The bottom 80 percent of
American households controlled just 6 percent of total financial wealth in
1989; the top 20 percent controlled 94 percent, and the top 1 percent con-
trolled nearly half. Indeed, the share of the top percentile had risen over five
full percentage points between 1983 and 1989.° This reflects the fact that all
new saving in this time accrued to the very wealthy, and largely as the result
of changes in policy that they themselves engineered, namely tax reduction
and increases in interest rates.

There is, in effect, no way for average Americans to raise the national rate
of savings even if they were inclined to do so. In a social and political order
controlled by the financial interests of the wealthy, increases in net financial
resources will be concentrated in the hands of the wealthy. Policy virtually
guarantees it. Should wages rise, the Federal Reserve produces a higher rate of
interest. On one hand, workers are then threatened by unemployment, while
on the other the wage gain is siphoned to the creditor classes in the form of
higher interest payments. Should government revenues rise, tax cut proposals
focused on capital gains immediately follow. These measures are presented as
instruments of macroeconomic policy, but in fact the underlying motivation
is much simpler. It lies in the straightforward ability of those who control the
political process to ensure for themselves the largest possible share of the div-
idends of growth.

Average Americans may find this depressing, but there is a bright side: the
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argument that we should be worried about our inability to generate new sav-
ings is also flawed. There is no shortage of savings in relation to income or
GDDP. In the 1980s, as it happens, gross investment was slightly higher, as a
share of GDP, than it was in the 1960s. Findings of a decline in savings and
investment rely on the concept of net investment, which is calculated after the
estimated depreciation of equipment has been taken out. Because there has
been a shift in the composition of investment, away from structures and to-
ward machinery (particularly computers), depreciation has risen. This is
what caused net investment and net savings to decline.*

The shift toward faster depreciation and hence lower net savings is itself
just another manifestation of the relative rise of the technology sectors. With
a relentless process of change in the technical capabilities of information pro-
cessing and a debilitating increase in the real costs of construction (due to
high interest rates), of course businesses have shifted their pattern of pur-
chases toward rapidly depreciable goods. How could they do otherwise? Yet
somehow an artifact of business necessity, brought on by unstable and repres-
sive economic policies, has been turned into a moral parable for the middle
class. It is a neat case of blaming the victim.

The real problem is not a shortage of savings, but a shortage of income
from which higher levels of all types of economic activity might be financed.
In the real world, a rise in savings by the middle classes would be a disaster for
the wealthy, and it is the last thing they actually want. For, with declining ac-
cumulation by the public sector, combined with a failure of the new Victori-
ans to behave in practice as the old ones did, we have to ask: Where has the
circuit of consumption and spending been closed? How has the demand for
business investment been maintained? The answer is plain: by an increase in
debt finance at the level of the household, that is, by the very dissaving that
the new Victorians claim to deplore. The new rich have closed the circle by
lending, and very aggressively, what they could not consume or invest them-
selves to the embattled middle.

Instead of a return to the industrious patterns of late Victorian life, we
have seen the growth of an economy characterized by distorted and unsus-
tainable financial relations. The rich set an exemplary consumption standard.
Meanwhile, middle-class American households are not merely unable to
save; they cannot even maintain their existing consumption patterns on cash
incomes. And so the middle classes have resorted to borrowing on the most
massive scale, absorbing back as credit the financial accumulations of the
wealthy. Debt has become a hallmark of the American masses—in both the

private life of the household and the public sector, where it was a conservative
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Republican administration, in the early 1980s, that resolved the contradic-
tion between a financier’s monetary policy and the requirements of reelection
by running the largest public deficits in history.

It follows that the relationship between the middle and the wealthy—be-
tween the middle represented by households and the government and the
wealthy by banks and the bond market—has taken on the embittered colors
of the debtor-creditor interaction. Correspondingly, the economic interests
of those to whom debtors owe money become their prevailing political inter-
ests as well. At low interest rates, expanding debts can be sustained for a long
period of time. But low interest rates are sustainable politically only if the
creditor classes agree to a low return on their capital. A higher interest rate
policy, for which modern creditor interests (“the bond markets”) are continu-
ally militating, is essentially a signal of their unwillingness to do this. And at
high interest rates, the cycle of lending and repayment grows shorter, and the
specter of bankruptcy looms larger. High interest rates squeeze the private
household sector, through revolving credit, small business loans, and ad-
justable mortgages, and they squeeze the state, by raising the flow of net in-
terest payments on the debt relative to other uses of taxpayer funds. By
squeezing the state, they indirectly squeeze the household again, and so fur-
ther raise the tension between government and private household that marks
the politics of our time.

Exhortations to the public at large to save are substantially cosmetic, but
the same cannot be said when the discussion turns to public policy. The doc-
trine of a savings shortage takes its public form and enjoys its policy impact
in this discussion. Indeed this discussion deploys the greatest illusions in the
hall of shadows and mirrors known as the American economic policy debate.

As a matter of history, the federal government of the United States has
been in deficit continuously since 1970. The budget deficit rose above $100
billion per year in 1982 and remained above $150 billion for every year but
one after 1983. For the recession year of 1991, the budget deficit exceeded
$300 billion for the first time in history; it remained above $300 billion in
1992. With economic expansion and deficit reduction policies in the 1990s,
however, the deficit declined. It fell back into the range of $100 billion in
1995-1996. In the electoral campaign of 1996, both parties campaigned on
the theme that the budget should be balanced—having agreed to a timetable
that, if implemented, would bring the budget into balance by the year 2002.
In this way, the political system sought to bring closure to a long-running
morality tale—the salvation of a lost soul, perhaps, or the recovery of a deficit

alcoholic.
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The seldom-purt but interesting question is, Why? For what purpose are
we intent on the effort of balancing the budget?’

It is easily shown that the deficit depends on economic performance. Fig-
ure 11.1 illustrates the relationship, using the ratio of the deficit to GDP. The
arrows indicate the start of each postwar recession. The figure shows that, in
every case, a falling economy generates a large increase in the deficit. And a
rising economy produces, in every case, a fall in the deficit, though it took
until the late 1990s before this improvement came close to restoring budget
balance.

But to show that economic performance depends on the deficit, that a pol-
icy of cutting deficits per se is always or even generally a good thing, is much
harder. Indeed there is no simple way to show this. Instead, this is something
that we believe, if we believe it, strictly as the result of a chain of theoretical
arguments involving deficits, saving, investment, and growth.

Advocates of budget deficit reduction conceptualize the budget deficit as a
draw, by the government, on the pool of national savings—as a drain on re-
sources available for capital investment. With a diversion of capital resources
toward public consumption (via spending increases) or private consumption

FIGURE 11.1
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(through tax reduction), available savings must fall. If savings are reduced,
the argument goes, investment must be correspondingly less. The capital
stock will then be smaller than it would otherwise be. With a lower resulting
stock of physical capiral, productivity must be lower than would otherwise be
the case. With lower productivity, the economy cannot produce the per
worker output that it might otherwise be capable of, and living standards
must necessarily be lower than they could be.

It is remarkably difficult to find an authoritative statement of this credo
under the signature of a professional economist, perhaps because it is remark-
ably hard to substantiate in detail. But we may find a distilled version of it in
official policy documents. The Congressional Budget Office (CBO) has pro-
vided, on many occasions of which the following is one example, a succinct

summary of the established belief:

Reducing the budget deficit continues to be an important focus of attention be-
cause it will increase national saving. In fact, reducing the deficit is the most re-
liable way to improve national saving. Over the long run, a permanently higher
rate of saving would stimulate new investment, increase productive capacity,

lower real interest rates, and raise the nation’s standard of living.*

In fact there are very great, and unresolved, weaknesses in the theory and
evidence on which a policy of unremitting deficit reduction is based. It re-
quires that deficit reduction proceed without reducing private incomes, even
though the expenditures that are cut are part of private incomes, as are the
taxes that are raised in the pursuit of deficit reduction.”

The usual rebuttal to this point has been that deficit reduction reduces in-
terest rates, and so stimulates demand for business investment. But the prob-
lem with this, as the Federal Reserve proved in the months from February 4,
1994, through the middle of 1995, is that there is in fact no necessary link
between cutting deficits and lowering interest rates. Congress cut the deficit
sharply in 1993, on the expectation that stable low interest rates would re-
sult. The Federal Reserve then doubled the short-term rate of interest. Long-
term interest rates also rose, and the notion of any link between deficit
cutting and interest rate reduction was decisively nullified.

The CBO was itself ambivalent about the actual effects of deficit reduc-
tion, as a review of its analytical work shows. In September 1993 Congress
had just enacted President Clinton’s massive five-year deficit reduction pro-
gram. But there had been few if any other changes in the economic outlook
between September and the preceding March. Thus, the CBO’s midyear up-

date provided an unusual opportunity to evaluate the effects of a large, multi-
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year deficit reduction program taken almost in isolation from other policy
and external changes. CBO’s September report began on an upbeat note, cel-
ebrating the legislative achievement of the previous month:

In early August, the Congress passed and the President signed the Omnibus
Budget Reconciliation Act of 1993—a major package of tax increases and
spending reductions. Enactment of this legislation has significantly brightened
the budgetary outlook for the next several years.*

CBO then noted that in the short term, the effect of deficit reduction is to
“dampen” economic activity, although, to some extent, reductions in long-
term interest rates may offset the dampening effect. Over the long run, how-
ever, CBO’s outlook was positive, because “reducing the deficit increases
national saving and spurs economic growth in the long run.”

With this in mind, one may turn to CBO’s numerical estimates of the ef-
fect on real GDP of the Omnibus Deficit Reduction Act. These are repro-
duced in Table 11.1.

Two facts about these predictions are especially striking. First, the differ-
ence between them was quite small: CBO foresaw a net change of only 54
billion 1987 dollars in real GDP, spread out over five years, as a result of the
deficit-cutting law. This is less than 1 percent of GDP in any one year. Sec-
ond, the predicted movement was in the wrong direction. Net declines in real
GDP of $69 billion in the first four years outweighed a net gain of only $15
billion in the fifth year. And this fifth-year net gain was so small, and so re-
mote, that it would have been well within the forecast error of any economet-
ric model looking one year ahead, let alone five.

CBO also foresaw virtually no effect of deficit reduction on unemploy-
ment or inflation, and made no quantitative claims about the effect of deficit

TABLE 11.1

CBO MEDIUM-TERM ECONOMIC PROJECTIONS,
SEPTEMBER 1993

(Billions of 1987 Dollars)

Real GDP 1994 1995 1996 1997 1998

After the cuts 5,190 5,330 5.476 5,620 5,755
Before the cuts 5,204 5,354 5,497 5,628 5,740

Difference 14 24 21 8 +15
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reduction on savings, investment, and productivity growth. Indeed, in a spe-
cial box on rising productivity growth in September’s study (p. 20), CBO de-
clined to make any link to budget actions, arguing instead that “the recent
increases in productivity growth are likely to be temporary.”

Thus CBO was telling Congress, in September 1993, that Congress was,
by reducing the deficit, buying nothing that could reliably be measured. All
economic benefits, to the extent that they existed at all, were over the fore-
casting horizon, more than five years into the future. And there was a mea-
surable cost, of $54 billion in the first five years. One might as well say that in
passing the deficit reduction law, the country sacrificed $54 billion of real
goods and services for the sole purpose of feeling better about its fiscal and fi-
nancial morals.

The Federal Reserve’s 1994 actions, moreover, raised the most serious
questions about the viability of future policies aimed at deficit reduction and
budget balance. What confidence can Congress or the American public have
that such policies will be permitted to have any reducing effect on interest
rates and hence any beneficial effect on economic performance? And if the
case for deficit reduction does not rest on the promise of lower interest rates,
then on what premises does it rest?’

Massive deficit reduction occurred in October 1993. On February 4,
1994, short-term interest rates began to rise. Three months later, the long-
term interest rate was higher in both nominal and real terms (inflation being
actually lower) than it had been at the time of the election in 1992. And each
full percentage point increase in interest rates added up to about $30 billion
per year, over time, to the deficit itself. Indeed, the Federal Reserve had
within ninety days already added over $100 billion to the cumulative
1994-1998 budget deficit, wiping out one-fifth of the progress made in the
deficit reduction bill of 1993."

This history contradicts the idea that reducing the budget deficit necessar-
ily leads to lower interest rates, even when economic conditions are otherwise
almost entirely stable. Without the promise of lower interest rates, the notion
of an increased supply of savings is essentially meaningless, for it is on lower
interest rates, and through lower interest rates an expansion of output, that
the translation of savings into investment depends. The budget deficit and
the interest rate are controlled by different centers of power, and unless the
president, Congress, and the Federal Reserve work together explicitly for this
purpose, there is no reason to believe that lowering budget deficits will pro-
duce lower interest rates, nor will it raise investment, savings, or productivity
growth, and certainly not living standards, in either the short run or the long.
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What then should policy on the deficit be? We need an answer that is inde-
pendent of mumbo jumbo about national saving, and I propose the following;

Congress and the administration should manage the budget to meet our public pur-
poses, including especially to maintain full employment, while preserving the good
credit of the United States.

It is theoretically possible that nations spend themselves and borrow them-
selves into oblivion. But the evidence shows that the United States is not close
to any such fiscal crisis as the millennium closes. Congress as early as 1982
began to repair the excesses of President Reagan’s first year. President Bush, to
his personal credit and political cost, pressed for deficit reduction in 1990 and
accepted higher taxes to that end. President Clinton worked effectively in
1993 to end the epoch of ever-rising deficits, did considerably more on that
score than fiscal stability actually required, and did so without achieving the
lower interest rates that were supposed to have accompanied deficit reduction.
Currently U.S. deficits are the lowest in the advanced industrial world and the
ratio of public debt to GDP is stable or even falling. It will probably remain so
as long as economic growth continues. Only a recession, or a catastrophic tax
cut, can unhinge the fiscal stability achieved in the 1990s.

The right policy from this point forward, especially in the pursuit of a
more equal wage structure, is therefore to stabilize the economy—not the
budget—and to choose a mix of public and private investments and human
welfare and services programs that best meets the actual needs of our present
and future population. To achieve and sustain full employment may or may
not require increases in the budget deficit at some time ahead. That will de-
pend on whether a sustained policy of low and stable interest rates can
achieve the objective on its own. This is a point on which the world is inher-
ently uncertain, economists can differ, and time will tell. The essential thing
is to establish the order of priority in economic and fiscal objectives. Even if
the fiscal stability and good credit of the United States was once seriously en-
dangered, the time for single-minded concentration on deficit reduction is
long past.

Suppose then that we adopt a simple rule of thumb for the budget, consis-
tent with the basic objectives that full employment be reached and held, pub-
lic purposes be met, and the good credit of the United States be preserved.
Let this rule be: Hold the ratio of public debt (in the hands of the public) at
or below the present level of about 52 percent, so long as the unemployment
rate stays below 5 percent. This may not be the best of all possible rules. Bur

in our ignorance of the world and in the disorder of our economics, it has
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two important virtues. First, it will certainly preserve the good credit of the
United States. Second, it does not impose draconian tax increases or cuts in
social security, national defense, and public investment that are not otherwise
called for on the merits of those decisions.

Having accepted this rule, and assuming that full employment can be
maintained with debts and deficits at this level, let us inquire whether sub-
stantial policy changes are required to achieve a stable debt-to-GDP ratio.
The answer is that changes may be necessary, but in only one area in the short
and medium run, and that area is, once again, monetary policy. For just as
monetary policy tends to hit the wage structure through the unemployment
rate and the exchange rate, so it hits the government’s financial position
through the interest rate.

Figure 11.2, prepared in 1994, illustrates the extraordinary sensitivity of
the debt-to-GDP ratio to the projected level of interest rates. The middle line
presents the CBO estimate of this ratio through 2004, as of January 1994,
under the interest rate assumptions that seemed reasonable then.

The upper curve provides an approximate calculation of the situation six
months later in the summer of 1994, following the interest rate moves that
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began in February. I based this calculation on the conservative assumptions
that rising interest rates would add 0.5 percent to the average interest cost
facing the federal government and that they would have no other effects on
the budget or the economy. The consequence of this small adjustment is that
the debt-to-GDP ratio no longer falls even in the short run, and starts to ac-
celerate toward historic heights in 1998. Under this scenario, it is not too
much to say that Congress would have faced a budgetary crisis by the end of
the decade—absent the further steep cuts in the budget that occurred in
1995-1996, the end in 1995 of the Federal Reserve’s campaign to raise rates,
and the stronger-than-expected economic performance, which was due to
stronger exports and some other unexpected factors.

The lower curve, finally, shows the effect of a progressive but very slow re-
duction in average interest costs, of 0.125 percentage point per year—one full
percentage point over 8 years, leading to an overall reduction in average effec-
tive net interest costs from 5.8 percent to 4.6 percent by 2004. That kind of
reduction might have been a reasonable result of the actions Congress took in
1993. The figure shows that under this assumption, the debt-to-GDP ratio
would continue to fall until the year 2000, and thereafter does not rise even to
1994 levels before the estimating period expires in 2004.

Some further fiscal actions to stabilize the debt may be needed someday,
just as bigger deficits may someday be needed to fight off a rise in unemploy-
ment. Neither action is needed now. Indeed no action may be needed for al-
most a decade—not until well into the next millennium—provided that
monetary policy cooperates and the financial system does not buckle for
some other reason.

The decision to pursue a balanced budget, taken by the president in the
heat of the 1996 electoral campaign, was therefore unnecessary and even
foolish, except for the obvious politics of the matter." Truly, we ought to ac-
a deficit arbitrarily fixed at

knowledge that the goal of a balanced budget
zero—ought not to be achieved at all. There is no reason why the federal gov-
ernment of the United States should become the only major government on
earth to forgo the issuance of net new debt as a matter of principle. And the
effort to achieve this pointless objective runs a huge risk. The depressing ef-
fects of tax increases and spending cuts on output, employment, and there-
fore revenues may overwhelm their direct effects on the budget, producing
lower growth and larger deficits. Alternatively, the failure of the government
to anchor the acquisition of financial assets by houscholds through the cre-

ation of safe government bonds creates a risk of instability in the private fi
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nancial system, even if banking institutions succeed in financing economic
expansion without help from the public sector in the short run.?

The absurdity of single-minded budget balancing becomes even clearer
when one realizes that the political path to budget balance lies through sharp
cuts in actual expenditures and actual investments. It lies in buying fewer ser-
vices and capital assets that might actually contribute to the making of a bet-
ter and richer society both today and down the line. Relief for the poor, or for
immigrants, or the elderly is the most visible victim of this pattern of think-
ing, but so too are investments in housing, roads, museums, libraries, and
schools. In return for this definite and actual sacrifice of pie-today and ovens-
for-tomorrow, budget balancing promises pie-in-the-sky. We have talked
ourselves into the bizarre situation where an increase in suffering today is cel-
ebrated as a down payment toward less suffering by the same people tomor-
row. Even more peculiar, a cut in investment—say, of funds to repair a bridge
or build a school—is thought of as a contribution to potential investment,
through a long chain of reasoning that runs from lower deficits to higher sav-
ing and higher private capital spending. This a triumph of pure theology,
since the exact same economic action—the exactly identical bridge or
school—would be counted an investment and a celebrated accomplishment
if undertaken in the private sector for private profit. The sacrifices are real;
the gains are evanescent, as the forecasts of the government’s own agencies
clearly show.

In sum, more saving relative to income is not the highest macroeconomic
priority. That being so, we do not need to balance the budget. By the same
reasoning, we also do not need tax “reforms” that would replace progressive
income taxation with exemptions for savings. If there is no shortage of sav-
ings but rather a relative shortage of purchasing power and public capacity,
then tax policy should move in the other direction—toward more progressive
income taxes and higher, not lower, rates on saved incomes and capital gains.
There should be a reduction of sales taxes in favor of property and income
taxes at the state level, not the present movement in the other direction.
Schemes to prefund social security or Medicare—for example, by running
payroll tax contributions through the private capital markets—are equally
counterproductive. Indeed, by making the value of the implicit social secu-
rity wealth of the public dependent on stock market prices, the government
might undermine one of the strongests bulwarks of steady mass consumption
that exists. What we need instead is gradually to expand the support that
these programs provide to the private consumption of relatively low-income
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people who depend on public pensions and health care, and to maintain and
expand their role as counterweights to the increasing concentration of private
wealth and incomes."

In the last analysis, we cannot recreate the “unstable psychological condi-
tions” of the late nineteenth century, in which the drive for social improve-
ments was in the hands of captains of industry, and we shouldn’t want to try.
The effort to do so, given the scale of the modern economy, is destined to
fail. The double bluff cannot be restored on either side. The working popula-
tion in the long run will not accept it, and will find a voice eventually that ex-
presses their resentment at being told to do so. On the other side, the wealth
owners of today have been spoiled for the task of governing by a century dur-
ing which that function fell into professional and bureaucratic hands. Re-
turning power to them will not return them to the state of thrift and
hard-driven industry that, at least in the eyes of sympathetic observers, for-
merly enabled them to use it. What will happen is the development of a per-
verse system in which the wealthy come clamoring to the government for
protection, support, and subsidy, while never setting out on the large-scale
investment enterprises that are supposed to be the result of a policy that
caters to their interests. Meanwhile, the middle classes embark on a finan-
cially ruinous, debt-driven effort to emulate the consumption habits of the
wealthy, for which no proper basis in accumulation, or in the distribution of
claims on society’s productive powers, or in public investments has been laid.
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LIBERALS STUCK ON
PHTE SO P TS ST

The assumption that a Government will maintain full employ-
ment if only it knows how to do it is fallacious. In this connec-
tion, the misgivings of big business about the maintenance of
full employment by Government spending are of paramount

importance.

—Michal Kalecki, Political Aspects of Full Employment

ld-fashioned Keynesian macroeconomics collapsed in the

United States around 1970, with the demise of full employ-
ment policy and the revival of the natural rate doctrine among academic
economists. These were defining events, for they brought the once-towering
influence of liberal economists to an end. And because the liberal economists
not only fell from power but also came under a withering conservative assault
inside the academy, this group virtually disappeared from active political life.
The views of the liberals, though still seen occasionally on the op-ed pages,
ceased to matter. Since that time, no aggressive Keynesian has held a high po-
litical position in America; no president, no treasury secretary, no chairman
of the Federal Reserve or even of the Council of Economic Advisers has been
a consistent and effective advocate of full employment.

The collapse of the liberal economists left political progressives, the liberal
wing of the Democratic party, with a huge gap in the structure of beliefs that
had previously supported their ideas. To be sure, the ideas themselves re-
mained, for they did not come from economics in the first place. American

199
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liberalism is philosophically pragmatic; it reasons mainly from history, and
not from economic theory. Thus, American progressives have tended to be-
lieve that the New Deal, the civilian administration of World War II, the New
Frontier, and the Great Society were the great moments of modern times. At
those moments, government intervened to save a collapsing, endangered, or
stagnant economic system, raising living standards, equalizing opportunities,
relieving suffering and injustice. Reasoning from this experience, liberals gen-
erally believe that the major political tasks facing America involve the comple-
tion of the New Deal and Great Society projects—for instance, the creation of
a system of universal health care or the expansion of jobs, housing, and urban
programs. They would hold these beliefs, and continued to do so, even with-
out help from a liberal wing of the economics profession.

But in Keynesianism as it existed before 1970, economics had a theory
that made sense of the liberal agenda and the historical facts on which it was
based, placing them in the context of macroeconomic policies that either did,
or did not, produce full employment. That being the case, political progres-
sives and liberal economists could form an alliance, and did so. And when
Keynesianism collapsed as a political force, this linkage disappeared. All that
remained was the understanding of history that had motivated progressives
in the first place. The question of how progressives should justify themselves
in economic terms has been bedeviling American liberalism ever since.

After 1970, progressives seeking support from economic theory could
now point only to an odd assortment of small ideas. There were theories of
imperfect competition, justifying antimonopoly action. There was a theory
of “public goods” to support certain kinds of public investment. There was a
theory of “externalities,” justifying some kinds of social and environmental
regulation. If these ideas had a unifying theme, it was “market failure”—a
concept that taken alone was completely untenable within the economics
profession. “Let the markets work!” was the reply of respectability, not only
from the right, but also from the remaining liberal economists, a traumatized
group one might call the ex-Keynesians. And so attempts by progressives to
develop agendas based on industrial policy, regional policy, urban policy, eco-
nomic development policy (the list could go on) were ferociously resisted by
their former allies. The fact was, the liberal economists had lost their nerve.

Displaced from public life and baffled by events, the ex-Keynesian aca-
demic economists turned inward and sought o find their bearings in eco-
nomic policy mainly through attempts to explain the mysterious slowdown
of productivity growth after 1973. Bur this was another debacle: the econo

mists made a hopeless mess out of that endeavor. Eventually the exercise dis-
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integrated into incoherence, with nothing to show for it—no consensus view
and no coherent policy prescriptions. The rump of liberal economists there-
fore not only failed to ally with progressives on traditional aspects of govern-
ments role. They also failed to come up with any credible alternative
productivity, growth, or employment agenda of their own. Still less could
they assemble a political coalition and produce policies that could be linked
in any demonstrable way to favorable economic results.

The ex-Keynesians were neutralized intellectually and politically by the
mid-1970s and quite unable on either score to counter the real enemies of
economic progress, the cut-taxes-for-the-rich supply-siders and high-interest-
rate monetarists who joined forces during the late part of the decade. Other-
wise respectable and liberal economists were reduced to repeating catechistic
formulas: more saving and more investment, achieved by deficit reduction,
would be good things. This was New Victorianism, the same sort of stuff that
had gone down in history as the intellectual content of Hoover Republican-
ism after 1929 (or, in Britain, the infamous “Treasury View” of that same
year). The reactionaries ran away with the debate, setting the stage for a
decade of high unemployment, upward redistribution, and wholesale attacks
on the welfare state both before and after the watershed election of 1980.

In this way, a fiasco of their own making removed the ex-Keynesians from
the political picture completely for most of the 1980s. Yet while it left the re-
actionaries holding political power, it also set the stage for the reemergence of
political progressives, who were for the most part not economists and cer-
tainly not orthodox ones. Such figures as Robert Reich, Ira Magaziner,
Robert Kuttner, and Lester Thurow (the one bona-fide economist in the
group) struck out on their own, developing a new argument around the
theme of “international competitiveness’—a liberalism that was unabashedly
addressed to building up the “supply side” of the American economy. To the
dismay of many academic economists, who one suspects would have liked to
inherit the influence their elders once wielded over policy, this group has
been setting the liberal policy agenda ever since.

The competitive internationalists emphasized three main policy objec-
tives. They strongly favored labor training, education, adjustment assistance,
and other programs that help workers move from one job to the next. They
supported public investments in infrastructure, on the ground that these as-
sist in the international competitiveness of the economy. They supported a
combination of research and development assistance to advanced enterprises,
alongside efforts to open foreign markets to American products, for the same
purpose of enhancing competitiveness and in the hope, ever the crutch of
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supply-siders, that the benefits will trickle down. Indeed these formed a triad
of initiatives, a holy trinity of modern American supply-side liberalism: re-
search, education, infrastructure.!

As a political matter, competitive internationalism was a startling success.
Because they were unabashed about meeting the needs of certain elements of
American business, the new progressives found that they could harness the
forces of crude nationalism to their cause. The high trade deficits and decline
of high-wage manufacturing at that time boosted their issues. Book sales
took off; media stars were born. More important, beginning with Gary Hart
and continuing with Bill Clinton, leading Democratic politicians realized
that they could sell competitiveness policy to certain branches of industry,
notably aerospace and electronics. Thus, they could, and did, help to forge
the winning political coalition in the 1992 and 1996 elections.

Prominence breeds criticism, and the MIT economist Paul Krugman has
assailed the competitive internationalists, citing defects in their arguments
and the risk that the policies they advocate will be combined with a resur-
gence of trade protection.? But the real legacy of this line of argument does
not lie in a major change in American trade policy. Few of the competitive
internationalists are avowed protectionists; on the trade front, they mainly
favor negotiating expanded U.S. access to closed foreign markets, steps os-
tensibly calculated to increase trade rather than to reduce it and that ortho-
dox economists generally support. And the larger political agenda of
competitive internationalism is remarkably tame. It does not challenge, di-
rectly or indirectly, the governing role of conservatives in the larger economic
policy or the existing structures of income and wealth. None have ever be-
come aggressive critics of monetary policy, dissidents from the pro-savings
consensus, or strong advocates of full employment.

I do not wish to belittle the goals of the supply-side liberalism that the
competitive internationalists advance. Expenditures on education, training,
research, development, and infrastructure are, in some fundamental sense,
good things. People, knowledge, and physical places are usually improved by
acts of investment. Also, there are cumulative forces. Educated parents bring
up educable children. Scientific and technical knowledge builds on prior
stores of knowledge. New infrastructure can enhance and improve upon the
old; new facilities in old places combine quality of function with the layered
grace that makes places habitable. Countries that support their schools, uni-
versities, research institutes, and cities cannot be choosing unwisely in some
larger sense.

Still, does supply-side liberalism add up? Taken in the context of eco-
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nomic policy as a whole, which includes de facto acceptance of a natural rate
of unemployment and New Victorian attitudes toward the budget,’ what can
it accomplish? Can it raise average living standards effectively? And can one
change the new structures of inequality by working with this set of policy
tools? Indeed, are high levels of expenditure on research and development,
on infrastructure and on education tenable in a larger context of slow
growth, fiscal austerity, and the pressure to privatize that stems from increas-
ing inequality? Or does the true relationship work in the other direction, so
that societies that are more egalitarian find themselves willing and able to
make consistently larger investments in education, training, infrastructure,
research, and other public goods? And if this is so, are the liberal supply-
siders in fact caught in a contradiction, which leads them to foster desires for
public programs that the economic conditions they tolerate effectively make
it impossible to achieve?

Let us take up the elements of the competitive international agenda in
turn. Support for technology development, because it runs through the ad-
vanced private business sector, is the most powerful leg of the triad. And aca-
demic economists have long agreed that technological advance is the major
component of economic growth and rising average living standards. Econo-
mists therefore have largely joined the supply-side liberals in general support
for rapid technological change. The academic economists who have objected
to specific technology policies—and at times they have done so vocifer-
ously—have done so mainly on grounds of doubt as to the competence of
government in choosing precisely which sorts of projects to support and a
preference for leaving the choices to private corporations.*

For the sake of argument we can concede the virtues of technology itself
and also that, for good or ill, technological development will tend to follow
the financial channels dredged by government programs. What happens to
inequality? We know the answer. Technology-supplying industries can rea-
sonably be described as transient monopoly profiteers. They extract income
from purchasers of technology; they redistribute income to the sellers
thereof. Since the buyers in these markets inevitably outnumber the sellers,
and since income levels are higher among technology producers than among
technology consumers, it follows that high levels of business investment em-
bodying technological innovation work, as a matter of general principle, to
unequalize the structure of wages and incomes.

This implies that government support for research and development can-
not be thought of as a wage or income leveler. The effect of such policies on
the income distribution almost certainly works the other way! To be sure,
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government R&D and export assistance helps American companies pene-
trate foreign markets. It may increase their market share, improve their tech-
nological competitiveness—and enable them to pay higher wages. But who
benefits from these policies? The number of workers who work directly in ex-
port-oriented, high-technology manufacturing sectors is small—not over 6
million in toto by a generous count, double that if we add in all plausible
parts of the services sector. And, as we have seen, the main beneficiaries of the
technological revolution are the nonproduction workers in the technology-
generating firms: an even smaller group. They are the primary direct benefi-
ciaries of support for technological change, and they are already
comparatively well paid. The accelerated diffusion of technological products
is good for their producers, but it is plainly not in the financial interest of
those caught in the gale of creative destruction.

Many would argue that technology products help ease inequality, if not in
their production, at least in their consumption. As Schumpeter observed
long ago, the achievement of capitalism did not lie in producing silk stock-
ings for queens, but in bringing them within the reach of shopgirls in return
for steadily decreasing effort. As Schumpeter also points out, Louis XIV him-
self would have envied the patient of any modern dentist. Nowadays, com-
puters that could crack the codes of the German army fifty years ago or target
the missiles of the cold war are routine household possessions. So are the ca-
pacities for musical reproduction of a fair symphony hall and instant com-
munications around the world.

Physical possessions such as these do tend to trickle down. They also accu-
mulate over time, so that yesterday’s luxuries (televisions, telephones, flush
toilets, central heating) eventually become part of the everyday expectation
even of low-income households. As new technologies become old, their
prices fall in both relative and absolute terms, and they become available to
low-income people at substantially lower prices than were first charged to
and paid by the comparatively rich. In this way, technology products may re-
duce absolute poverty and raise living standards in very concrete ways, by
bringing themselves within reach of ever-larger parts of the population as
time goes by.’

The idea that consumption equalizes underlies such otherwise bizarre
ideas as Speaker Newt Gingrich’s otherwise inexplicable suggestion of a tax
credit to provide laptop computers to welfare recipients and President Clin-
ton’s call for universal access to the Internet in the schools. But let’s not kid
ourselves: What kind of laptops and what kind of Internet access would be

provided? The best and the latese? The state of the art? Or something that is
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either inferior and out-of-date at the moment of delivery or else destined to
become so in a very short period of time?

A moment’s thought about this question uncovers a basic fact about con-
sumption experiences in rich but radically unequal societies: consumption of
like products is scaled by income level. The design, features, and price struc-
tures of new and used cars, television sets, computers, and even clothing ad-
just themselves to the income structure of the population; the society is fed,
clothed, transported, and computed in proportion to its means.

This scaling of consumption creates a class structure defined partly by the
technological level of one’s consumption. It is a value of mass-market con-
sumerism to diffuse technology products right down the scale of incomes, yet
this does not create equality in the social structure. A consumer society does
not deny food and clothing, transport and entertainment to its poor. What it
does, instead, is create vast and invidious distinctions in the quality of the
goods that people enjoy and in the quality of the larger environments in
which they live. The distinctions fall between the durable and the flimsy, the
option loaded and the basic model, the new and the old, the fancy and the
plain. And at the very bottom of society, the absence of such goods comes to
define deprivation. Just as automobile have-nots and telephone have-nots de-
fined extreme poverty in parts of the United States two decades ago, informa-
tion have-nots are becoming a class of the new poor.

In sum, the inherent tension between technology and equality in the
structure of production and incomes is not reversed by consumer effects. Al-
though there is surely a role in general terms for science and technology pol-
icy under liberal governments, these policies do not bring about a fairer and
more just social order. The immediate effect of more rapid technological
change is just the opposite: to increase disparities across the social spectrum.
It follows that while science and technology policies surely have a place, to
make them into the centerpiece of a progressive agenda is absurd.

While support for science and technology is a relatively new position for
liberals, civilian public works expenditure is the historical cornerstone of lib-
eral interventionism. But here the progressive internationalists and liberal
supply-siders have abandoned an obvious argument of public good in ex-
change for a nebulous one of private benefit. It has always been possible to
make the case that a strong base of social investment powerfully equalizes the
social structure itself. Roads, water, sewer, power, and communications sys-
tems are all durable public consumption goods. The same is true of side-
walks, public parks, even the municipal golf course you may pass in the
morning on the way to work. The same may be true of a public university
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campus or a fine courthouse in the village square. We share these amenities;
they enter our sense of psychological well-being whether we make direct use
of them or not. As such, they form part of the minimum standard of living in
a community. The defining characteristic of Parisians, after all, is that they
live in Paris, the densest center of fine public amenities in the world. As such
even low-income Parisians enjoy a standard of living that is high in some re-
spects when compared to, say, even the wealthier residents of Cicero, Illinois.

The new progressives make an entirely different claim for public works
spending, one that removes it from any connection to equality and instead
situates it under the rubric of competitiveness and economic performance.
Renaming it “infrastructure” (as I too have done on many occasions), they
argue that such public spending contributes in definite ways to the produc-
tivity of the private business economy.® The jobs created directly, by doing
the work, are immaterial to this argument. So are the benefits to private citi-
zens in the form of amenities that enrich their enjoyment of life. What mat-
ters, instead, is how the finished work contributes indirectly to cost reduction
and increased output in the business sector, to productivity and to profit. In
other words, the case for public works is recast into an instrumental one.
From being a prominent necessity of civilization in their own right, state ex-
penditures are reduced to a supporting role, and to a fairly minor supporting
role at that.

These arguments are not totally without a sphere of application. Airports
and seaports are classic examples of publicly provided facilities for private
business use. The interstate highway system and the national information
highway are routinely cited as public initiatives in the support of economic
competitiveness; they have had far-reaching effects on the demand for trucks,
cars, and computers. And no doubt public power projects, from the Ten-
nessee to the Columbia Rivers, have contributed mightily to economic devel-
opment in their respective regions, particularly in the decades that followed
their construction during the New Deal.

Yet the evidence for a relationship between the trend of such investments
and the productivity growth of the national economy since 1970 is thin, and
the direction of causality is unclear. Statistical relationships do show the bare
fact that average measured productivity growth declined during the same
years that saw cutbacks in gross public investment. But what is the connec-
tion between these events? Which caused which? Did investment cutbacks
cause the productivity crunch, or did declining growth and productivity lead
to budget crises that caused investment cutbacks? There is not, in this exten-

sive econometric literature, much that could be called a structural analysis of
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the nature of the dependency between private economic productivity and
public works expenditure.

This should not be surprising, for minor reflection shows that the vast
bulk of neglected public works in America would be at best tangential to
business needs. Advanced, export-oriented American manufacturing enter-
prise is not seriously hamstrung by infrastructure problems. What it has tra-
ditionally needed—roads, rail, electricity, and water service—it has gotten.
Boeing is not short of runways from which to launch its planes, nor is Silicon
Valley suffering brownouts. The Houston ship channel is an ugly mess, but it
safely accommodates the 5,000 or so ships that use it every year. Phones (a
private utility) work well in this country. What is missing is investment in
such things as public libraries, parks, city streets and sidewalks, urban mass
transit. Big business gets the infrastructure it needs, and for the rest neither
demands great improvements nor suffers unduly when spending is cut back.

At the margin, both advances and cutbacks in public spending on capital
projects fall on less powerful constituencies. It is mostly consumers and
workers who hit the potholes on the road to work. It is people who breathe
air, drink the water, and boat on the rivers and lakes. It is children who at-
tend the schools—a very large proportion of the physical plant in public
hands. It is, of course, citizens and consumers who enjoy the national parks.
All this has lictle to do with international competitiveness or with the mea-
surement of national productivity growth. This explains why business inter-
ests are not in the forefront of demands for higher infrastructure spending
and why these items were the first to fall in the face of conservative opposi-
tion in the Congress.

We are left to suspect that the supply-side argument for infrastructure
spending is an illusion that has succeeded in deceiving mainly its proponents.
The idea seems to have been that socially and culturally useful public projects
could be piggy-backed on top of the well-provided essentials. Such a political
logic tracks, to some degree, the strategy behind the use of national security
arguments to support the interstate highway system (the National Defense
Highway Act), the federal student loan program (the National Defense Edu-
cation Act—a response to Sputnik), and even the National Endowment for
the Arts.” But business interests do their own thinking on these matters, and
in this instance they made the cold but correct calculation: the costs of going
along with an “infrastructure boom” gxceed the benefits to them.

At the same time, the infrastructure angle has distorted the case for public
works, away from the objective of creating something of value for the larger
community and toward that of increasing the flow of indirect subsidies to
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business. In this way, one is driven, with some reluctance, to conclude that
the adoption of a supply-side argument has actually undermined the cause of
a public investment agenda, by depriving those who would truly benefit of
the political vocabulary they need, and at the same time shifting the burden
of advocacy onto the shoulders of economic constituencies that are not, in
any major way, interested in seeing that the job gets done.

Something similar happened with education. The public believes in edu-
cation—or has believed in it—as a defining feature of citizenship in America.
Education creates a degree of equality in the most indirect way: by creating
citizens who believe that they are entitled to a certain fair share of the Ameri-
can heritage and are prepared to use political as well as economic means to-
ward obtaining that share. But supply-side arguments have put this good
thing at risk, with an unremitting stress on the purely private, individual, and
competitive aspects of the educational experience and by subsuming the
whole endeavor under an argument that raising investments in education
will materially improve how the American economy performs on the interna-
tional stage.

There is no doubt that American schools can use more money. But will
the provision of such resources, if it can be achieved, matter much for the av-
erage level of American economic performance? Are American schools a drag
on economic productivity? Can we get to a higher sustained rate of economic
growth, and a material improvement in national living standards, merely by
pumping up the resources we devote to education?

That question turns on whether there is a shortage of skilled labor in the
United States, a shortage not being met by our colleges and universities. De-
spite all the ruminations about “skill bias” in the patterns of technological
change, there is no such shortage. To the contrary, our economy is full of
highly educated and skilled people. It remains short of jobs for those people,
as every college counselor and every coordinator of a training program
knows. This cannot be surprising. In a country where business interests have
such a huge influence over education policy as here, it would be bizarre if
high schools, colleges, and universities were undersupplying business mar-
kets. They aren’t, in fact, undersupplying such markets. They are merely
working to ensure that the structure of educations reflects the developing,
and increasingly unequal, structure of incomes and wealth.

Equally, there is no point, in an economic calculus of the reward to educa-
tion, in “wasting” resources on those who will never in any event rise far
above the minimum wage. There is no point, from the business perspective,

in creating overeducated applicants for miserable jobs. Such people make bad
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workers. They are unhappy, frustrated, and difficult to control. What the ex-
isting economy needs is a fairly small number of first-rate technical talents,
combined with a small superclass of managers and financiers, on top of a vast
substructure of nominally literate and politically apathetic working people.
Does this sound familiar? Educational systems do not determine economic
structures. In a system governed by a calculus of business benefit, they are de-
termined by those structures, and in our case as the economy becomes more
unequal, we can expect the dispersion of educations to follow suit.

One might draw a link between the hegemony of the economic calculus in
education policy and the poor political track record of such national institu-
tions as the Endowments for the Arts and the Humanides. These are, in a
larger sense, educational institutions, insofar as they support, or are supposed
to support, the development of a free culture. But they lack altogether, and
will never acquire, the larger economic role that is constantly being attrib-
uted to the public schools and the universities. The result is that, without any
strong political underpinning, they are treated as special interest expendi-
tures and become intensely vulnerable to narrow political attacks. Contrast
the situation in France, where no one supposes that the vast, and widely sup-
ported, public expenditures on arts and theater have anything to do with
GNP growth or the trade balance or any purpose beyond the propagation of
culture and national entertainment.

The unpleasant conclusion is that the liberal mainstream, spearheaded in
recent years by competitiveness progressives, has been spinning illusions in
all the areas where it has tried to have an impact, trying to find a useful and
utilitarian niche in an unaccommodating, business-dominated world that is
brutally skeptical of the nonutilitarian. Expanded spending on education
and public works is desperately needed but not for the reasons given and not
of the kind specified under those reasons. We need to expand investment in
cities and schools precisely to provide the equalizing consumption experi-
ences and political expectations that the private economy is not providing,
precisely to defy and not to accommodate the influence of business needs on
the social structure. If progressives are interested in these goals, they must
find a language in which to defend them for the sake of the people them-
selves, for the sake of culture and society and democracy, and for the sake of
civilization. Otherwise progressives <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>