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P r e f a c e

Future historians may wonder why we failed to learn from the past. 
Historically, when large swaths of the population have found their liveli-
hoods threatened by machines, technological progress has brought 
fierce opposition. We are now living through another episode of labor-
replacing progress, and resistance is seemingly looming. According to a 
2017 Pew Research Center survey, 85 percent of Americans now favor 
policies to restrict the rise of robots.1 And Andrew Yang has just an-
nounced his bid for the White House in 2020 on a campaign to protect 
jobs from automation.2 The underlying concern is not hard to under-
stand. Aided by advances in artificial intelligence (AI), robotics, ma-
chine vision, sensor technology, and so on, computers have become 
capable of performing a wide range of tasks that could be done only by 
humans a few years ago. Top-down programming is no longer required 
for automation to happen. In the age of AI, computers can learn them-
selves. What used to be distant moon shoots in computing are now 
reality.

In September  2013, my Oxford friend and colleague Michael 
Osborne and I published a research paper estimating the potential im-
pacts of advances in AI on jobs. We found 47 percent of American jobs 
to be at high risk of automation as a consequence.3 A few months later, 
I was invited to speak at a conference in Geneva. I was in good company, 
with one former prime minister, one chancellor, and a couple of labor 
ministers. After my talk, a well-known economist in the audience—let’s 
call him Bill—approached me and dismissively remarked, “Is this not 
just like the Industrial Revolution in England? . . . ​Didn’t machines 
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displace jobs then as well?” Bill was right, of course, but it was only on 
my way back to the airport that I realized how right he actually was in 
suggesting that things are no different this time around. Some jobs will 
disappear, but people will find new things to do, as they always have, 
and therefore there is nothing to worry about. Unfortunately, that is 
only half the story.

The long-term economic benefits of the Industrial Revolution, to 
which Bill alluded, are uncontested. Before 1750, per capita income in 
the world doubled every 6,000 years; since then, it has doubled every 
50 years.4 But the industrialization process itself was a different matter. 
While economic historians are still debating whether the pains inflicted 
on the workforce by the Industrial Revolution were worth it, for later 
generations they surely were. Yet many contemporary laborers, who saw 
their livelihoods vanish as their skills became obsolete, would just as 
surely have been better off had the industrial world never arrived. As the 
mechanized factory displaced the domestic system, traditional middle-
income jobs dried up, the labor share of income fell, profits surged, and 
income disparities skyrocketed. Sound familiar? Indeed, so far our age 
of automation largely mirrors the early days of industrialization in eco-
nomic terms. It took over half a century until average people saw the 
benefits of the Industrial Revolution trickle down. And unsurprisingly, 
as many citizens experienced a reversal of fortunes, the consequence 
was cascading opposition to machines. The Luddites, as they were 
called, raged against mechanization, and they did everything they could 
to resist it. If this is “just” another Industrial Revolution, alarm bells 
should be ringing.

The idea underpinning this book is straightforward: attitudes toward 
technological progress are shaped by how people’s incomes are affected 
by it. Economists think about progress in terms of enabling and replac-
ing technologies.5 The telescope, whose invention allowed astrono-
mers to gaze at the moons of Jupiter, did not displace laborers in large 
numbers—instead, it enabled us to perform new and previously unimag-
inable tasks. This contrasts with the arrival of the power loom, which 
replaced hand-loom weavers performing existing tasks and therefore 
prompted opposition as weavers found their incomes threatened. Thus, 
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it stands to reason that when technologies take the form of capital that 
replaces workers, they are more likely to be resisted. The spread of every 
technology is a decision, and if some people stand to lose their jobs as 
a consequence, adoption will not be frictionless. Progress is not inevi-
table and for some it is not even desirable. Though it is often taken as a 
given, there is no fundamental reason why technological ingenuity 
should always be allowed to thrive. The historical record, as we shall see, 
shows that technology’s acceptance depends on whether those affected 
by it stand to gain from it. Episodes of job-replacing technological change 
have regularly brought social unrest and, at times, a backlash against 
technology itself. In this regard, the age of automation, which took off 
with the computer revolution in the 1980s, resembles the Industrial 
Revolution, when the mechanized factory replaced middle-income ar-
tisans in large numbers. Now, as then, middle-income jobs have been 
taken over by machines, forcing many people into lower-paying jobs or 
causing them to drop out of the workforce altogether.

To capture attitudes toward technology over the centuries, this book 
brings together much of the technical economics literature with histori-
cal accounts of technological change and popular commentary. Though 
it concerns the future, it is not a prediction of it. Prophets may be able to 
foretell the future; economists cannot. The objective here is to provide 
perspective, and perspective we get from history. As Winston Churchill 
once quipped, “The longer you can look back, the farther you can look 
forward.”6 Thus, before looking forward, we shall begin by looking back. 
The Industrial Revolution was a defining moment, but few people 
grasped its enormous consequences at the time. We are now in the midst 
of another technological revolution, but fortunately this time around, 
we can learn from previous episodes. Bill dismissed our study as Lud-
dite. And indeed, parallels are often drawn between the Industrial Revo-
lution and now to suggest that the Luddites were wrong in trying to halt 
the spread of the mechanized factory. Artisan craftsmen, whose feelings 
were stronger than their judgment, rebelled against the very machinery 
that came to deliver unprecedented wealth for the commoner, or so the 
story goes. This story is an accurate description of the long run, but in 
the long run we are all dead. Three generations of working Englishmen 
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were made worse off as technological creativity was allowed to thrive. 
And those who lost out did not live to see the day of the great enrich-
ment. The Luddites were right, but later generations can still be grateful 
that they did not have it their way. History is made in the short run 
because the decisions we make today shape the long run. Had the Luddites 
been successful in bringing progress to a halt, the Industrial Revolution 
would probably have happened somewhere else. And if not, economic 
life would most likely still look similar to the way it did in 1700.

This brings us to the second theme of this book: whether replacing 
technologies will be blocked depends on who stands to gain from them 
and the societal distribution of political power. During the Industrial 
Revolution, the Luddites and other groups did what they could to stop 
the spread of labor-replacing technologies, but they were unsuccessful, 
as they lacked political clout. In fact, as we shall see, one of the reasons 
why the Industrial Revolution first happened in Britain is that for the 
first time, political power was with those who stood to gain from mecha-
nization. The hegemony of landed wealth was challenged by the mobile 
fortunes of merchants, who came to form a new industrial class with 
growing political influence.7 The mechanized factory was deemed criti-
cal to Britain’s competitive position in trade and thus to merchants’ 
fortunes, which its government would do nothing to jeopardize. But for 
most of history, the politics of progress were such that the ruling classes 
had little to gain and much to lose from the introduction of labor-
replacing technology. They rightly feared that angry workers might rebel 
against the government. In the seventeenth century, for example, the 
craft guilds had become a force of growing political power in Europe, 
and they vehemently resisted technologies that threatened their liveli-
hoods. And fearing social unrest, European governments typically sided 
with the guilds. Consequently, economic incentives to invest in labor-
saving technology were few. And because mechanization would put the 
incomes of parts of the population at risk, prompting social unrest and 
possibly a challenge to the political status quo, the ruling classes did 
their best to restrict it.

One reason economic growth was stagnant for millennia is that 
the world was caught in a technology trap, in which labor-replacing 
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technology was consistently and vigorously resisted for fear of its desta-
bilizing force. Could countries in the industrial West experience a re-
turn of the technology trap in the twenty-first century? While it may 
seem unlikely, it certainly looks more likely than it did when I began 
writing this book four years ago. Proposals to tax robots in order to slow 
down the pace of automation now feature in the public debate on both 
sides of the Atlantic. And unlike the situation in the days of the Indus-
trial Revolution, workers in the developed world today have more po
litical power than the Luddites did. In America, where Andrew Yang 
is already tapping into growing anxiety about automation, an over-
whelming majority now favor policies to restrict it. The disruptive 
force of technology, Yang fears, could cause another wave of Luddite 
uprisings: “All you need is self-driving cars to destabilize society. . . . ​
[W]e’re going to have a million truck drivers out of work who are 
94 percent male, with an average level of education of high school or 
one year of college. That one innovation will be enough to create riots 
in the street. And we’re about to do the same thing to retail workers, call 
center workers, fast-food workers, insurance companies, accounting 
firms.”8

The point is not fatalism or pessimism. And it is surely not that we 
would be better off slowing down the pace of progress or restricting 
automation. The Industrial Revolution was the beginning of an unpre
cedented transformation that benefited everyone over the long run. AI 
systems have the potential to do the same, but the future of AI depends 
on how we manage the short run. If we seek to understand the chal-
lenges ahead rather than glossing over them in the belief that in the long 
run everyone will come out ahead, we will be in a much better position 
to shape the outcome. Yang may be extremely unlikely to be elected 
president, but as the observant Rana Foorohar writes, automation is 
likely to become a major topic in the 2020 election.9 As there has been 
a populist backlash against globalization, we should be concerned that 
populists might easily and effectively tap into growing anxiety about 
automation as well, unless we address it. Fortunately, for all the parallels 
between the age of automation and the days of the Industrial Revolu-
tion, which I shall push shamelessly throughout this book, there are also 
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many differences. But our fascination with our own day and age, and 
our preoccupation with both the promise and peril of new technology, 
often leads us to think that we are experiencing something entirely new. 
Seen through the lens of the long record of human history, however, 
this seems unlikely to be true.



1

Introduction

Progress would be wonderful—if only it would stop.

—robert musil

When looms weave by themselves, man’s slavery will end.

—a r istotle

Had it not been for the deeds of six hundred lamplighters, the streets of 
New York City at night in 1900 would have been lit by nothing but the 
moon. Equipped with torches and ladders, they were the force ensuring 
that pedestrians could see more than a burning cigar a block off when 
they left their homes. But on the night of April 24, 1907, most of the 
twenty-five thousand gas lights in the streets of Manhattan were never 
lit. The lamplighters, who would normally start carrying the torch of 
civilization around 6:50 p.m., left the lights out and went on strike. No 
violence was reported. But as it grew darker, New Yorkers poured in 
complaints to the gas companies and the local police. Policemen were 
sent in to light up the neighborhoods, yet without ladders this proved 
a difficult task. Many officers were too obese to climb the lampposts. 
And they got little help from the public. In Harlem, crowds of boys in
vented a new sport: whenever an officer was successful in firing up a 
lamp, they would climb the post, turn out the light, and run. On Park 
Avenue one youngster was arrested after having put a light out after an 
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officer got it burning. Few lamps burned for long. Even by 9:00 p.m., the 
only bright public spots were a few transverse roads in Central Park, 
which had been equipped with electric streetlights.1

Citizens who took up work as lamplighters that year were unlucky. 
Oil and gas lamps had always required personal attention, but with the 
mysterious force of electricity, the touch of the lamplighter was no lon-
ger a skill that had any value. Electric streetlights brought light and nos-
talgia. Many citizens still felt that a young man must turn lights on at 
dusk and off at dawn. In New York City, lamplighters had become a 
neighborhood institution alongside the police and the postman. Their 
profession had existed since the first streetlights were inaugurated in 
London in 1414, but it was about to become a distant memory. As the 
New York Times noted in 1924, “The lamplighting business in the great 
metropolis has been victim of too much progress.”2 To be sure, the first 
electric streetlights in New York City had already been installed in the 
late nineteenth century, but they had hardly made lamplighters redun-
dant. Each lamp was equipped with its own switch, which had to be 
turned on manually. Early electrification just made the job easier, 
as lamplighters no longer had to carry long torches to ignite the lamps. 
Still, the men who used to light the gas lamps were not the beneficiaries 
of progress. The mastery of light had once allowed a working man 
to support his family. Now, turning on the lights had become a task 
so simple that it could be done by young boys on their way home from 
school. And as so often in history, simplification was merely a step 
toward automation. As electric streetlights were increasingly regulated 
from substations, the jobs of lamplighters were cut in large numbers. By 
1927, electricity had a monopoly on illumination in New York City, and 
the last two gas lamplighters left their craft, ending the story of their 
profession and that of the Lamplighters Union.3

Thomas Edison’s invention of the light bulb surely made the world 
better and brighter. In his laboratory in Menlo Park, oil lamps and can-
dles still polluted the air on the day of his breakthrough. As William 
Nordhaus, winner of the Nobel Prize in Economics in 2018, has shown, 
the price of light fell dramatically thereafter, as electricity spread to Chi-
cago’s Academy of Music, London’s House of Commons, Milan’s La 
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Scala, and the trading floor of the New York Stock Exchange.4 For the 
purpose of streetlighting, even the New York lamplighters, some of 
whom were forced into early retirement, willingly admitted that the new 
system was more expeditious. One lamplighter could at best attend 
to some fifty lamps per night. Now, several thousand lamps could be 
switched on by one substation employee in seconds. Yet nothing could 
be more natural than resisting a threat to one’s livelihood. For most citi-
zens, their skills are their capital, and it is from that human capital that 
they derive their subsistence. Thus, despite all the virtues of the new 
system, it is not surprising that electric light wasn’t welcomed by every
one everywhere. When the municipality of Verviers in Belgium an-
nounced the switch to electricity, for example, lamplighters took to the 
streets in fear of losing their jobs. To banish the tyranny of darkness, 
the local government enrolled another team of lamplighters, but they 
were soon attacked by the strikers—who threatened to keep breaking 
lamps till doomsday. Intervention by local police ended with angry 
lamplighters raiding police headquarters. The Belgian government had 
to call in the army to resolve the situation.5

Some surely paid the price for progress. But over the course of the 
twentieth century, the vast majority of citizens in the West have ac-
cepted technology as the engine of their fortunes. They have recognized 
that it improved working conditions by eliminating the most hazardous 
and servile jobs. They realized that their wages depended on the use of 
mechanical power. And they benefited from the continuous flow of new 
goods and services that became available to them. Revolutionary tech-
nologies like automobiles, refrigerators, radios, and telephones—to 
name just a few—were all unavailable to European monarchs in the 
Renaissance, but by 1950 they were common features of Western life. In 
1900, the average housewife could still only dream of living like the 
upper classes, who had servants to do the most tedious household tasks 
for them. In the following decades every home suddenly got equal ac-
cess to the electric servant. Washing machines, electric irons, and a host 
of other electric appliances took over hours of drudgery in the home. In 
short, the capitalist achievement, as the great economist Joseph Schum-
peter observed, did not consist of providing “more silk stockings for 
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queens but in bringing them within the reach of factory girls in return 
for steadily decreasing amounts of effort.”6

It is easy to oversimplify history. However, if there is one predomi-
nant factor underlying economic and social change over the past two 
centuries, it is surely the advancement of technology. Without techno-
logical change, “capital accumulation would amount to piling wooden 
plows on top of wooden plows,” to borrow Evsey Domar’s phrase.7 
Economists estimate that over 80 percent of the income differences be-
tween rich and poor countries can be explained by differential rates of 
technology adoption.8 And relying on income alone hugely understates 
the  transformation that has taken place. It is quite extraordinary to 
think  that in the world my great-grandmother was born into, people 
could not travel faster than horses or trains could carry them. The only 
escape from darkness during night was the candle and the oil lamp. Jobs 
were physically demanding. Few women did paid work. The home was 
the woman’s workplace, where meals were prepared on an open hearth, 
and trees had to be chopped down for fuel to cook with and keep the 
house warm. And buckets of water had to be carried indoors from a 
stream or well. Unsurprisingly, people felt much enthusiasm for progress, 
not to say euphoria. A 1915 article published in Literary Digest confidently 
predicted that with electrification, it “will become next to impossible to 
contract disease germs or get hurt in the city, and country folk will go to 
town to rest and get well.”9 Edison himself was convinced that electricity 
would help us overcome the greatest hurdle to further progress: our need 
to sleep. Technology was the new religion of the people. There was the 
sense that there was no problem that technology could not solve.

In hindsight, and in the light of the gains brought by technology, it is 
astounding to think that economists of the early nineteenth century like 
Thomas Malthus and David Ricardo did not believe that technology 
could improve the human lot. The technological virtuosity of the nine-
teenth and early twentieth centuries took some time to trickle down to 
the economics profession. But in the 1950s, Robert Solow, who would 
go on to win the Nobel Prize in Economics in 1987, found that virtually 
all economic advance over the twentieth century had been thanks to 
technology. And others documented that those gains had been widely 
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shared. Simon Kuznets found that America had become more equal and 
advanced his theory of capitalist development in which inequality au-
tomatically decreases along the industrialization path. Nicholas Kaldor 
observed that labor had consistently reaped about two-thirds of the 
gains of growth. And Solow developed a theoretical framework in which 
progress delivered equal benefits for every social group around that 
time. Seen through the lens of today, such optimism might seem absurd. 
But the economist of the 1950s had much to be optimistic about.

What do the jobs of a few lamplighters matter if society as a whole 
can become both richer and more equal simply by letting technological 
creativity thrive? Many displaced lamplighters probably even found less 
hazardous and better-paying jobs. And even if some lost out to technol-
ogy, it seems right that society willingly accepted progress for the many 
at the expense of the few. But would we feel that way if the victims of 
progress had been more plentiful? What if the majority of replaced 
workers were forced to move into jobs that paid less well? After all, the 
“special century” was not just special in that it excelled in economic 
growth.10 Just as important was the fact that almost everyone gained 
from progress. While there were clearly labor-replacing technologies, 
most were of the enabling sort. Overall, technology served to make 
workers more productive and their skills more valuable, allowing them 
to earn better wages. And even those who lost their jobs to the force of 
mechanization had a greater abundance of less physically demanding 
and better-paying jobs to choose from as a consequence. In the age of 
artificial intelligence (AI), as this book will argue, such optimism about 
technology can no longer be taken for granted. Nor has it been the his-
torical norm. Economists of the golden age were right to be optimistic 
about the time in which they lived. Their mistake was in thinking that 
what they witnessed would continue indefinitely. There is no iron law 
that postulates that technology must benefit the many at the expense of 
the few. And quite naturally, when large swaths of the populace are left 
behind by technological change, they are likely to resist it.
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The price of progress has varied greatly throughout history. Simplifica-
tions of human advancement like figure 1, which are often used to il-
lustrate the great leap forward, miss all the action. The point is not that 
the figure is incorrect. It rightly shows that per capita growth in gross 
domestic product (GDP) was stagnant for millennia and took off in an 
extraordinary fashion around 1800. Thus, tracking progress purely in 
terms of average incomes leads one to conclusions like this one: “Mod-
ern humans first emerged about 100,000  years ago. For the next 
99,800 years or so, nothing happened. . . . ​Then—just a couple of hun-
dred years ago—people started getting richer. And richer and richer 
still. Per capita income, at least in the West, began to grow at the unpre
cedented rate of about three quarters of a percent per year. A couple of 
decades later, the same thing was happening around the world. Then it 
got even better.”11

This standard narrative is unfortunate. Because of it, we often forget 
that during the extraordinary upward trend in growth that began in 
eighteenth-century England, millions of people were adjusting to 
change. And some had more cheerful stories than others. There were 
even those who would have been better off had mechanization not been 
allowed to progress. Figure 1 leads us to think that everyone living today 
must be better off than the previous generation, just as the generation 
born in 1800 must have seen staggering improvements in their living 
standards relative to those of their grandparents. Figure 1 also suggests 
that we were not very inventive before the eighteenth century. Other
wise, why would growth have been so slow? Yet a closer examination of 
preindustrial times reveals some pathbreaking inventions and ideas. 
And if we zoom into different episodes of progress, as this book will, we 
find that people fared very differently in the winds of change.

The “takeoff ” depicted in figure 1 began with the arrival of the mecha-
nized factory. Italy could take some credit for its inception. Drawings of 
the silk-throwing machines that led to the first factories came from Pied-
mont through an episode of industrial espionage for which Thomas 
Lombe received a knighthood from the British government. But 
England was first to exploit machinery on a mass scale. Indeed, while 
the Industrial Revolution had its origins in silk production, its true 
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beginnings were in the cotton industry. As the historian Eric Hobsbawm 
famously remarked, “Whoever says Industrial Revolution says cotton.”12 
After the mechanization of cotton production, change begat change as 
a self-reinforcing cascade of progress created the modern world. As 
technology progressed in the early days of industrialization, however, 
living standards for many regressed. Our vocabulary bears witness to 
the changes that signify the century after 1750. Words like “factory,” “rail-
road,” “steam engine,” and “industry” first emerged then. But so did 
“working class,” “communism,” “strike,” “Luddite,” and “pauperism.” 
What began with the arrival of the first factories ended not only with 
the construction of the railroads, but also with the publication of the 
Communist Manifesto. Just as the Industrial Revolution was responsible 
for many revolutionary technologies, so it was responsible for many 
political revolutionaries along the way.13
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The point is not to downplay the significance of the British Industrial 
Revolution. It is rightly regarded as the main event in human history 
because it eventually allowed humanity to escape the life that Thomas 
Hobbes described as “nasty, brutish, and short.”14 Eventually was none-
theless a long time. The “Great Escape,” as the economist Angus Deaton 
has called it, didn’t immediately turn the cottage of the commoner into 
a Garden of Eden.15 During the early days of industrialization, the lives 
of many commoners got nastier, more brutish, and shorter. Material 
standards and living conditions for the masses in Britain failed to 
improve before 1840. The poet William Blake’s phrase “dark, satanic 
mills” captures the long working hours in the factories and the hazardous 
conditions that embodied the industrialization process.16 In major indus-
trial cities like Manchester and Glasgow, life expectancy at birth was some 
staggering ten years shorter than the national average. The wages that 
workers took home in industrial cities hardly compensated for the dirty 
and unhealthy conditions in which people lived and worked. Although 
output expanded, the gains from growth didn’t find their way into the 
pockets of ordinary people. Real wages were stagnant or even falling for 
some. The only thing workers saw expanding was the number of hours 
spent in the “dark, satanic mills.” The gains of progress overwhelmingly 
went to industrialists, who saw their rate of profit double. Consequently, 
the average amount of food consumed in Britain during the Industrial 
Revolution did not increase until the 1840s. The share of households 
with a surplus for nonessentials declined among low-wage agricultural 
laborers and factory workers over the first half of the nineteenth century. 
And poor nutrition meant that people grew shorter by the generation. 
These were the glorious decades in which modern growth began.17

The cause of the living standards crisis in Britain was the downfall 
of the domestic system of production, which was gradually displaced 
by the mechanized factory. Artisan craftsmen were highly skilled and 
earned decent wages. But with the rise of the factory, one artisan after 
another saw his income vanish. And while new jobs were created in the 
factories, spinning machines were specifically designed for children, 
who could do the job for a fraction of the cost of adults and thus became 
a growing share of the workforce. They were the robots of the Industrial 
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Revolution. Besides working for very little, they did not have any bargain-
ing power and were easy to control.18

As the old artisanal skills were made obsolete by advances in mecha-
nization, adult male workers lost out: the share of children workers rap-
idly expanded, reaching about half of the workforce employed in textiles 
during the 1830s. The social costs inflicted upon the workforce—including 
vanishing incomes, deteriorating health and nutrition, forced occupational 
and geographical migration, and in some cases unemployment—were 
not negligible. Not to mention the suffering of children. In an interview, 
Robert Blincoe, a former child laborer, stated that he would rather have 
his children deported to Australia than let them experience life working 
in the factories.19 But from a purely economic point of view, adult arti-
sans were without question the prime victims of industrialization. And 
there were many of them. As one leading scholar of the Industrial Revo-
lution, David Landes, writes, “If mechanization opened new vistas of 
comfort and prosperity for all men, it also destroyed the livelihood of 
some and left others to vegetate in the backwaters of the stream of 
progress. . . . ​The victims of the Industrial Revolution numbered in the 
hundreds of thousands or even millions.”20

Historians have puzzled over why ordinary English people would 
voluntarily agree to take part in an industrialization process that 
reduced their living standards. The simple answer is that they didn’t. 
British governments at times clashed with workmen raging against the 
machine. But their efforts were unsuccessful, as British governments 
took an increasingly stern view of anything that might diminish 
England’s competitive position in trade. All the Luddites achieved dur-
ing the risings of 1811–16 is prompting the government to deploy an even 
larger army against them: the twelve thousand troops sent to resolve the 
machinery riots amounted to more people than the army Wellington 
took into the Peninsular War against Napoleon in 1808.

As we shall see, before the late nineteenth century, resistance to tech-
nologies that threatened workers’ skills was the rule rather than the 
exception. While much commentary tends to focus on the Luddite riots, 
they were just part of a long wave of riots that swept across Europe and 
China. And the history of opposition to labor-replacing technologies 
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goes back much further. Vespasian, the emperor of Rome in 69–79, re-
fused to adopt machinery for transporting columns to the Capitoline 
Hill due to employment concerns. And in 1589, Elizabeth I famously 
refused to grant William Lee a patent for his stocking-frame knitting 
machine, fearing unemployment as a result of the technological ad-
vance. The gig mill, which saved considerable amounts of labor, had 
been prohibited in Britain in 1551. And elsewhere in Europe opposition 
was just as fierce. Many European cities banned automatic looms in the 
seventeenth century. Why? Where they were adopted (for example, in 
the city of Leiden), riots followed. The ruling classes feared that angry 
workers like those in Leiden would start to rebel against the govern-
ment. And this concern was by no means just European. One reason 
why China was so late to industrialize, economic historians have argued, 
is that resistance to technologies that threatened workers’ skills per-
sisted up until the closing decades of the nineteenth century, when 
imported sewing machines were destroyed by native workers. In fact, 
the British government was the first to side with the pioneers of indus-
try rather than rebelling workers, providing one explanation for why 
Britain was the first country to industrialize.21

Back in 2012, Bill Gates took note of what has been called the paradox 
of our age: “Innovation is faster than ever before . . . ​yet Americans are 
more pessimistic about the future.”22 Indeed, according to the Pew Re-
search Center, just over a third of Americans still believe that their 
children will be better off financially than they were.23 If the past few 
decades are any guide to the future, some people surely have much to 
be pessimistic about. Only half of Americans born in 1980 are econom
ically better off than their parents, compared to 90 percent of those born 
in 1940.24 Despite this fact, slogans like “the greatest country on earth” 
continued to be the norm in presidential election campaigns. It was only 
in 2016 that the Republican presidential candidate won with the slogan 
“Make America Great Again.” At last a candidate spoke the truth—or 
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so it must have felt in those parts of the country where opportunities 
had long since faded.

As the Industrial Revolution illustrates, the Gates paradox is not 
really a paradox. Like in the early days of industrialization, workers 
today are no longer reaping the gains of progress. Worse, many have 
been left behind in the backwaters of progress. In the same way that 
opportunity dried up for middle-income artisans as a consequence of 
the industrialization process, the age of automation has meant dimin-
ishing opportunities for the American middle class. Like the victims 
of the early factories, many Americans have adjusted to the computer-
ization of work by unwillingly shifting into lower-paying jobs or have 
failed to adjust and dropped out of the workforce completely. And simi-
lar to the victims of the factories, the losers to automation have primar-
ily been men in the prime of life. Up until the 1980s, manufacturing jobs 
allowed ordinary working men to attain a middle-class lifestyle without 
going to college. As employment opportunities in manufacturing re-
ceded, a path of upward mobility was closed to many citizens.25

What’s more, the adverse consequences of automation have so far 
primarily been a local phenomenon. Focusing too closely on national 
statistics disregards the fact that if you put one hand in the freezer and 
the other on the stove, you should feel quite comfortable on average. 
The same was true of the Industrial Revolution. While the local cloth 
industry in Northamptonshire was left in ruins, factories were almost 
unheard of in 1800 in the pastoral areas of southern England, where Jane 
Austen resided. This time around, the social and economic fabric has 
been torn apart in old manufacturing cities, where automation has 
deprived middle-aged men of opportunity. Communities that have 
seen manufacturing jobs vanish, due either to automation or globaliza-
tion, have endured persistent increases in joblessness. They have also 
seen public services deteriorate, greater increases in property crime and 
violent crime, and worse health outcomes. They have seen mortality 
rates increase due to suicide and alcohol-related liver disease. They have 
seen marriage rates collapse, leaving more children in single-parent 
households, with dismal future prospects. Rates of social mobility are 



12  I n t r o du c t i o n

significantly lower in places where middle-class jobs have evaporated.26 
And where jobs have disappeared, people have become more likely to 
vote for populist candidates. Indeed, studies have shown that both in 
America and in Europe, the appeal of populism has been greater where 
jobs have become more exposed to automation.27 Just like the days of the 
Industrial Revolution, the losers to technology are demanding change.

We should have seen it coming. In 1965, when the first electronic 
computers entered offices, Eric Hoffer warned in the New York Times 
that “a skilled population deprived of its sense and usefulness would be 
the ideal setup for an American Hitler.”28 Perhaps somewhat ironically, 
Hitler and his government were well aware of the disruptive force of 
labor-replacing technology. His appointment as chancellor of Germany 
on January 30, 1933, heralded the return of preindustrial policies, which 
sought to restrict the use of machinery. In Danzig, where the Nazi Party 
won over 50 percent of the votes that year, such efforts became a major 
priority. To deal with the issue of technological unemployment, the 
Senate decreed that machinery would not be installed in factories with-
out special permission of the government. Failure to comply would lead 
to heavy penalties or even being forced to shut down by the govern-
ment.29 In August 1933, Alfred von Hodenberg, leader of the Nazi Labor 
Front, made clear that machines would not be allowed to threaten workers’ 
jobs in the future. “Never again,” he reassured the public, “must the 
worker be replaced by a machine.”30

Technology at Work

Our path to riches is best understood in terms of the adoption of a 
steady flow of labor-saving technologies over the centuries. As the econ-
omist Paul Krugman once quipped, “depressions, runaway inflation, or 
civil war can make a country poor, but only productivity can make it 
rich.”31 Productivity growth happens when technology allows us to pro-
duce more with less. If the adoption of machines makes labor produc-
tivity grow by 2.5 percent per year, output per person will double every 
twenty-eight years. The notion that the product of an hour of work can 
double in just about half of a working lifetime is surely sufficient 
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justification for the disruptive force of technology, which has shrunk 
that timescale visibly. But while productivity is a prerequisite for grow-
ing incomes for the commoner, it is not a guarantee of such growth. 
And, if machines replace workers in existing functions, some people 
may be left worse off as technology progresses. Despite this fact, text-
book economics treats technological progress as a Pareto improvement: 
in other words, the assumption is that when machines take workers’ 
jobs, new and better-paying jobs become available for everyone at the 
same time. As evidenced by the historical record, such models are ut-
terly irrelevant for understanding episodes when technological progress 
is labor replacing. These technologies have brought higher material 
standards but also worker dislocation.

The extent to which labor-saving technologies will cause dislocation 
depends on whether they are enabling or replacing. Replacing technolo-
gies render jobs and skills redundant. Enabling technologies, in con-
trast, make people more productive in existing tasks or create entirely 
new jobs for them. Thus, the term “labor saving” has two closely associ-
ated but not identical meanings, and the difference between the two has 
important implications for labor.32 As the economist Harry Jerome 
noted in 1934, if the 1929 tonnage of iron and steel were produced with 
the technology available in 1890, a million and a quarter workers would 
have been needed instead of four hundred thousand. Does this mean 
that eight hundred thousand men had lost their jobs by 1929? Surely not. 
At the onset of the Great Depression, employment in steel had grown.33 
Better technology reduced the number of workers required to produce 
a given amount of steel, but the steadily growing demand for steel meant 
that the number of jobs in the industry grew, too. Clearly, the nature of 
steel production changed as the industry mechanized, but there was 
probably little job displacement. Unlike replacing technologies, which 
take over the tasks previously done by labor, augmenting technologies 
increase the units of a worker’s output without any displacement occur-
ring, unless demand for a given product or service becomes saturated.34 
There are many examples of enabling technologies. Computer-aided 
design software has made architects, engineers, and other skilled profes-
sionals more productive by helping rather than replacing them. 
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Statistical computer programs like Stata and Matlab have made statisti-
cians and social scientists better analysts without reducing the demand 
for them. And office machines like the typewriter created clerical jobs 
that did not previously exist.

To see how outcomes differ for labor when a technology is labor re-
placing, consider the arrival of the elevator. Without elevators, there 
would be no skyscrapers and no elevator operators. When the first eleva-
tors arrived, more elevators meant more jobs for people with a good sense 
of timing, capable of stopping the elevator when it was aligned with the 
floor. Things changed when a replacing technology emerged: the auto-
matic elevator, which got rid of the human operator. All of the sudden, 
the job of elevator operator disappeared, even though we now use eleva-
tors more than ever. The demand for elevators has evidently not become 
saturated, just as we still demand many manufactured goods. But in a 
world where the jobs of machine operators have been taken over by 
robots, having more automobiles leave the factories does not inevitably 
mean more jobs for machine operators. Thus, it stands to reason that 
the effects of replacing technologies on jobs and wages will be very dif
ferent from those of enabling technologies. Yet until recently, econo-
mists did not make such distinctions. Since the pioneering work of 
Jan Tinbergen—the first winner of the Nobel Prize in Economics—
economists have tended to conceptualize technological progress in a 
purely augmenting way. According to the augmenting view of progress, 
new technologies will help some workers more than others but will 
never replace labor, meaning that workers cannot see their wages fall as 
technology progresses. This was a reasonable approximation of eco-
nomic reality for much of the twentieth century. Indeed, most eco-
nomic theory reflects the patterns of the particular times economists 
observe around them. The work of Tinbergen, which was published in 
1974, before the age of computerization, was no exception. For much of 
the twentieth century, wages rose at all levels. What makes economic 
analysis hard is that there are few models that apply to every time and 
place.

The fact that wages have been falling for large groups in the American 
labor market for more than three decades has prompted economists to 
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think differently about technological change. Pathbreaking work by 
the economists Daron Acemoglu and Pascual Restrepo provides a help-
ful formal model for understanding periods of falling wages, as well as 
times when wages are growing for everyone, by conceptualizing tech-
nological progress as either enabling or labor replacing. This book looks 
at the historical record through the lens of their theoretical framework.35 
The notion of machines being capable of taking over human work is 
important, because it means that technology can reduce wages and em-
ployment unless it is counterbalanced by other economic forces. Even 
though growing productivity still raises total income—offsetting the 
displacement effect in part, as more spending in the economy creates 
other jobs elsewhere—it does not fully counterbalance the negative ef-
fects of technological displacement. In Acemoglu and Restrepo’s frame-
work, the creation of new tasks is essential to raise the demand for labor, 
workers’ wages, and the share of national income going to labor rather 
than owners of capital. How workers fare, in other words, in large part 
depends on the race between task replacement and new task creation, 
and how easily workers can transition into emerging jobs.

Historically, as we shall see, the extent to which technology is labor 
replacing or enabling has varied greatly, leading to very different out-
comes for average people. When new technologies replace workers in 
existing tasks, those workers’ skills become obsolete. Even when tech-
nologies are replacing for some but augmenting for others, workers 
might suffer hardships. In recent years, the creation of new jobs for ro-
botics engineers has provided little relief to those who lost their jobs to 
industrial robots on the assembly lines. The arrival of the power loom, in 
similar fashion, replaced the jobs of hand-loom weavers, while creating 
new jobs for power-loom weavers. But while hand-loom weavers’ in-
comes diminished almost immediately, it took decades for the wages of 
power-loom weavers to rise, as they had to acquire new skills and a new 
labor market had to develop for those skills.36 Because replacing tech-
nological progress often comes with what Schumpeter called a “peren-
nial gale of creative destruction,” there are always winners and losers.37 
The overwhelming focus of popular commentary on unanswerable 
questions like whether there will be enough jobs in 2050 is unfortunate. 
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In fact, it misses the point. Even if new jobs emerge as old ones are lost 
to automation, that might be little reassurance for the person who loses 
his or her job. Modernist writers didn’t fail to take note of the automa-
tion dilemma. In Ulysses, for example, James Joyce’s hero Leopold 
Bloom points out that “a pointsman’s back straightened itself upright 
suddenly against a tramway standard by Mr. Bloom’s window. Couldn’t 
they invent something automatic so that the wheel itself much handier? 
Well but that fellow would lose his job then? Well but then another fel-
low would get a job making the new invention?”38

A new job was created for someone to make the new invention. But 
the someone was “another fellow”: making the invention required a 
different breed of worker. Both the Industrial Revolution and the com-
puter revolution primarily created jobs for another fellow, whose skills 
could not have been more different from those of the displaced worker. 
The first episode of industrialization is best described by the wit of the 
economic historian Gavin Wright, who reckoned that “in the limit we 
could devise an economy in which technology is designed by geniuses 
and operated by idiots.”39 Early factory machines, it is true, were simple 
enough to be operated by young boys. And as a result, middle-income 
artisan craftsmen were replaced by children working for a fraction of 
their wages in the factories. The difference this time around is obviously 
that children are no longer needed to operate the machines. Computer-
controlled machines can run on their own. Yet computerization has also 
given rise to new tasks, requiring an entirely different set of skills like 
those of audiovisual specialists, software engineers, database adminis-
trators, and so on. Thus, we seem to have devised an economy designed 
by geniuses to be operated by other geniuses. Some jobs have become 
automated, but computers have also led to greater demand for workers 
with highly developed cognitive skills. Indeed, a common misconcep-
tion is that automation is an extension of mechanization. Automation 
has replaced precisely the semiskilled machine-tending jobs that mech-
anization created, which once supported a large and stable middle class. 
Broadly speaking, those fortunate enough to have gone to college have 
thrived in the age of computers. But as middle-income jobs have dried 
up, many semiskilled workers have struggled to find decent job. During 
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the Industrial Revolution as well as the more recent revolution in com-
puting, middle-aged men in middle-income jobs were the victims of pro
gress, because their skills were unsuitable for the new jobs that emerged.

When technological change is labor replacing, how workers fare de-
pends on their other job options. In Henrik Ibsen’s play The Pillars of 
Society, written in 1877, parallels are drawn between the economic con-
sequences of the Industrial Revolution and those of Johannes Guten-
berg’s printing press. One of the characters, Konsul Bernick, assumes 
that the fates of artisan craftsmen in the nineteenth century were similar 
to those of copyists when the printing press arrived, suggesting that 
“when printing was discovered, many copyists had to starve.” The ship-
yard foreman Aune bluntly replies, “Would you have admired the art so 
much, Consul, if you had been a copyist?”40 Though Ibsen’s question was 
meant as a rhetorical one, copyists rarely opposed printing technology. 
As we shall see in chapter 1, unlike weavers—who suffered hardships 
from the mechanization of industry—copyists and scribes were more 
likely to benefit from Gutenberg’s invention. Many of them did not make 
a living producing manuscripts. To them, the movable printing press 
didn’t mean any loss of income. And those who copied books for a liv-
ing either specialized in shorter texts that were uneconomical to pro-
duce with printing technology or became binders and designers of 
books. Thus, while weavers and other craftsmen, who faced worsening 
job options, smashed textile machines all over Europe in the eighteenth 
and nineteenth centuries, copyists rarely resisted the printing press in 
the late 1400s. Of course, the art of printing was not adopted with the 
same enthusiasm everywhere. Fearing that a literate population would 
undermine his leadership, Sultan Bayezid II issued an edict banning 
printing in Arabic in the Ottoman Empire in 1485, with dismal long-
lasting consequences for literacy and economic growth in the region.41 
But in the light of the hostility to replacing technologies that was so 
widespread in Europe before the twentieth century, episodes of labor 
unrest accompanying the adoption of the printing press were few.

The case of the printing press illustrates a broader point: when people 
have good alternative job options, they are less likely to rebel against 
machines. Job displacement is never painless, but if people have reason 
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to believe that they will eventually come out ahead, they are more likely 
to accept the endless churn in the labor market. As we shall see, the 
explosive growth of middle-class jobs in the mass-production industries 
of the twentieth century was one key reason mechanization was allowed 
to progress uninterrupted: an abundance of manufacturing jobs was the 
best unemployment insurance people could get. In this period, a wave 
of enabling technologies and soaring productivity growth allowed 
working-class people to climb the economic ladder. Automobiles 
and electricity spawned new gigantic industries, and with more capital 
tied up in machinery, firms began to raise wages to keep workers from 
leaving for better jobs elsewhere. People at the top and the bottom of the 
income distribution saw their standard of living improve enormously, 
and, consequently, middle-class people accepted the reshufflings in the 
labor market with the expectation that they would benefit too.

Another reason people may not oppose technologies that threaten 
their jobs is obviously that almost everyone will benefit in their capac-
ity as consumers. Even those who worked on Ford’s and General Mo-
tors’s assembly lines have to some extent benefited from the cheapening 
of automobiles as robots have taken their jobs. Yet machines only 
cheapen goods and services after they have been introduced, so that if 
a technology is labor replacing, consumer benefits will arise only after 
displacement has already occurred. More important, the individual 
costs from displacement, in terms of distress and lost income, will be 
much greater than any consumer benefits unless those workers have 
decent outside job options. The cheapening of textiles, for example, did 
not provide sufficient relief to the Luddites, who rioted against the in-
troduction of machinery despite the consumer benefits brought by 
mechanization. The point is surely not that replacing technologies will 
be bad for people over the long run. The very opposite is true. But that 
alone does not provide much relief for those who see their jobs dis
appear, unless they can expect to find new work of equal pay.

Most economists will acknowledge that technological progress can 
cause some adjustment problems in the short run. What is rarely noted 
is that the short run can be a lifetime. And ultimately, the long run de-
pends on policy choices made in the short run. The mere existence of 



I n t r o du c t i o n   19

better machines is not sufficient for long run growth. As Daron Acemo-
glu and the political scientist James Robinson point out in Why Nations 
Fail, economic and technological development will move forward only 
“if not blocked by the economic losers who anticipate that their economic 
privileges will be lost and by the political losers who fear that their politi
cal power will be eroded.”42 Workers alone might struggle to block new 
technologies effectively. But the ruling elites slowed labor-replacing pro
gress for millennia.43 Political incumbents, for the most part, had little 
interest in the destabilizing process of creative destruction, as groups of 
economic losers could challenge the political status quo. As the eminent 
economic historian Joel Mokyr has argued in separate accounts:

Any change in technology leads almost inevitably to an improvement 
in the welfare of some and a deterioration in that of others. To be 
sure, it is possible to think of changes in production technology that 
are Pareto superior, but in practice such occurrences are extremely 
rare. Unless all individuals accept the verdict of the market outcome, 
the decision whether to adopt an innovation is likely to be resisted 
by losers through non-market mechanism and political activism.44

Britain’s edge during the Industrial Revolution did not lie in the ab-
sence of resistance against technological change, but in its government’s 
consistently and vigorously siding with the “party” for innovation. . . . ​
Resistance to technological progress in France appears to have been 
more successful than in Britain, and perhaps this difference offers an-
other explanation why Britain’s Industrial Revolution was first.45

As I will argue in a similar vein, the early decision of British governments 
to consistently squash any resistance to mechanization helps explain 
why Britain was the first to industrialize. This decision, as we shall see, was 
much the result of a shift in political power. As the discovery of the New 
World gave rise to international trade and commerce, the power of 
landed wealth was challenged by a new class of “chimney aristocrats,” 
who stood to gain from mechanization.46 And more broadly, cascading 
competition among nation-states made it harder to align technological 
conservatism with the political status quo. The outside threat of political 
replacement became greater than the threat of rebelling workmen from 
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below. Even when workers managed to solve the so-called collective 
action problem and take to the streets in protest, their case was hope-
less. They did not stand a chance against the British army. Many Lud-
dites ended up being imprisoned and then sent to Australia.

The Reform Acts of 1832 and 1867 were surely important events, but 
they did not turn Britain into a liberal democracy. Property rights were 
regarded as most important, and civil rights and political rights were 
still lagging behind. Few people had access to education, and property 
ownership remained a requirement for voting—meaning that most or-
dinary people were politically disenfranchised. Had Britain been a liberal 
democracy, the case of the Luddites would surely have been much less 
hopeless. As Wassily Leontief, winner of the Nobel Prize in Economics, 
once joked, “If horses could have joined the Democratic party and voted, 
what happened on farms might have been different.”47 Horses might have 
used their political rights to bring the spread of the tractor to a halt. In 
similar fashion, if the Luddites had had their way, the Industrial Revolu-
tion would not have happened in Britain. Of course, there is no way of 
knowing exactly what would have happened; all we know is that many 
citizens tried to bring progress to halt by every means they had.

The Plan of the Book

In the age of AI, as we shall see, technological progress has become in-
creasingly labor replacing. Thus, to understand the future of progress, 
we must understand its political economy. The notion that technology 
can leave groups in the labor market worse off for the rest of their work-
ing lives is quite sufficient to justify their resistance to automation. And 
for governments seeking to avoid social unrest, it is also quite sufficient 
to justify restricting some technologies. For these reasons, the long run 
cannot be disconnected from the short run. Our long-run trajectories 
can be interrupted and changed by short run events, with dismal con-
sequences for our long-term prosperity.

We all know that human history has proceeded very differently in 
different parts of the world. Economists and economic historians have 
devoted considerable attention to the question of why some places have 
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grown rich while others have remained poor. This book is not quite as 
ambitious. It examines why people have fared differently in the places 
of the world where the frontiers of technology have been allowed to 
progress throughout the centuries. The relationship between new tech-
nology and the wealth of humans has never been tidy and linear. History 
never quite repeats itself. But as Mark Twain noted, sometimes it surely 
rhymes. As I write, middle-income jobs are disappearing, and real wages 
are stagnating, just like in the classic period of industrialization. Of 
course, the computer technologies of the twenty-first century could not 
be more different from the machines that made modern industry. But 
many of their economic and social effects now look exceedingly similar. 
The Industrial Revolution has made us infinitely wealthier and better 
off over the long run. AI, similarly, has the potential to make us much 
wealthier, but just as in the Industrial Revolution, there is concern that 
it is leaving large swaths of citizens behind, possibly causing a backlash 
against technology itself. Many observers of current affairs have pointed 
out that the recent populist renaissance cannot be explained without 
reference to the losers of globalization. But technology has been just as 
important in driving down the wages of the middle class. And we have 
seen nothing yet. As AI becomes more pervasive, so will automation 
and its effects.

Economic historians have long debated why the technology boom 
of the 1760s in Britain took so long to produce higher standards of liv-
ing, and economists are now engaged in a strikingly similar debate 
about why staggering advances in automation so far have failed to show 
results in the pockets of average people. This book is an attempt to con-
nect two large bodies of scholarly research to put the Gates paradox in 
historical perspective. It tracks the expanding frontiers of technology 
from the invention of agriculture to the rise of AI, tracing the fates of 
humans as technology has progressed. I should warn the reader that this 
is not a balanced account. A book of this scope must be selective and 
carefully prioritize what it discusses. The history of technology is the 
subject of an extensive literature that I cannot do justice to here. Rather, 
by reviewing some of the most important technological advances, I shall 
try to convince the reader that the price of progress paid by the 
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workforce has varied greatly in history, depending on the nature of tech-
nological change, and has increased in the twenty-first century—which 
explains many of the discontents people now face.

The reader should also be aware that because the Industrial Revolu-
tion happened in Britain and technological leadership has remained 
firmly in Western hands since then (though it remains to be seen for 
how long that will be the case), this book is a Western-biased account. 
The West caught up with more advanced Islamic and Oriental civiliza-
tions only in the fifteenth century. But to paint the contrast of the West 
before and after the Industrial Revolution, I shall primarily focus on the 
Western experience. I should also say that most of the history in this 
book concerns Britain and later America. The simple reason is that the 
Industrial Revolution first happened in Britain. America took over 
world technological leadership during the so-called Second Industrial 
Revolution, and I shall primarily focus on the U.S. experience thereafter. 
As the economic historian Alexander Gershenkron noted, catch-up 
growth, which rests on adopting existing technologies invented else-
where, is fundamentally different from growth that rests on expanding 
the frontiers of technology into the unknown, and this book focuses 
on the latter. Some readers may also find it disappointing that many 
major technological breakthroughs are not even mentioned. To take just 
one example, the rise of modern medicine has arguably been the great-
est boon to humanity but is shamelessly left out here. Technological 
developments in recent years, including advances in AI, mobile robot-
ics, machine vision, 3-D printing, and the Internet of things, are all labor 
saving. The purpose of this book is to shed light on present times and 
challenges facing the workforce today, and for this reason labor-saving 
technology will receive the bulk of the attention.

It must also be emphasized that though the focus in the later chapters 
is much on the American experience, technology is not a soloist but 
part of an ensemble. It interacts with institutions and other forces in 
society and the economy, which explains why the rise of economic in
equality has been less dramatic in other industrial nations over the past 
three decades. Yet stagnant wages, disappearing middle-income jobs, 
and a falling labor share of income are common features of Western 
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countries, and they are all related to trends in technology. While there 
can be no doubt that numerous forces have shaped the income distribu-
tion, my focus here is on the long run rather than cyclical matters, and 
it is about the 99 percent rather than the top 1 percent. And over the 
grand sweep of history, average people’s incomes have come to depend 
on technology more than any other factor.

The main challenge this book faces, however, is probably to convince 
the reader that we can learn from the past. Economists and economic 
historians alike tend to treat this idea with skepticism. As one anony-
mous reviewer of this manuscript put it:

Economists are the obvious “History deniers.” They are reluctant to 
accept that economists could learn anything from the past even as 
analysed by economic historians. The humbling experience of failing 
to predict (indeed perhaps unwittingly helping to create) the 2008 
financial crisis produced an uncharacteristic expression of interest in 
economic history as economists sought insight into events that 
otherwise seemed unpredictable and disturbing. But the interest 
(and the humility) was temporary and superficial. However, eco-
nomic historians too are reluctant to claim present-day insight from 
their studies of the past; it claims too much for their humble disci-
pline. So, both of the disciplines that Frey addresses will be uneasy 
with his central proposition. Behind this issue is the bigger one of the 
communication difficulties between these two disciplines. Both have 
similar technical toolboxes but economics has honed its contents to 
a fine edge and is hostile to other approaches whereas history’s con-
tents are sometimes not on the technological frontier and have to be 
used in the context of a narrative. Any author wanting to make the 
point that we can learn from history to these two different audiences 
faces serious challenges.

In the remainder of this book I shall nonetheless try to convince the 
reader that history is more than one damn fact after another. There are 
broad patterns that we can learn from. When technological progress is 
labor replacing, history tells us, hostility and social upheaval is more 
likely to follow. When progress is of the enabling sort, in contrast, and 
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the gains from growth are more widely shared, there tends to be greater 
acceptance of new technologies. The chapters that follow divide eco-
nomic history into four episodes. Part 1, titled “The Great Stagnation,” 
consists of three chapters that concern preindustrial technologies and 
their effects on people’s standard of living. Chapter 1 gives a succinct 
summary of advances in technology from the invention of agriculture 
some 10,000 years ago up until the dawn of the Industrial Revolution. 
It shows that many significant technologies emerged before the eighteenth 
century, but they failed to improve material conditions for ordinary 
people. Chapter 2 demonstrates that though living standards had im-
proved before the Industrial Revolution, growth was predominantly 
based on trade. The Schumpeterian growth of our modern age, based 
on labor-saving technology, creative destruction in employment, and 
the acquisition of new skills, was not the engine of economic progress. 
Chapter 3 seeks to explain why this was the case. As we shall see, innova-
tion also flourished at times before the Industrial Revolution, but it 
rarely served to replace workers—and when it did, it was vehemently 
opposed or even blocked. A powerful explanation for why the technolo-
gies of the Industrial Revolution did not arrive earlier is the widespread 
opposition to machines that threatened citizens’ livelihoods. The landed 
classes, whose members controlled the levers of political power, 
had little to gain and much to lose from replacing technologies, as work-
ers might rebel against the government in fear of losing their jobs.

The second part, called “The Great Divergence,” provides a whirlwind 
tour of the Industrial Revolution in Britain. It shows that preindustrial 
monarchs were right to fear the disruptive force of machinery. As the 
mechanized factory displaced the domestic system, working people 
raged against the machine. Chapter 4 zooms in on the technologies that 
made the Industrial Revolution, showing that nearly all of them served 
to replace workers. Chapter 5 shows that the result was the hollowing 
out of middle-income artisan jobs, causing a great divergence within 
Britain—which explains why industrialization brought so much con-
flict. But the ruling classes now had more to gain from allowing mecha-
nization to progress, and effectively enforced the first machine age on 
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the populace. Workers’ resistance ended only when people began to see 
their wages rise in the closing decades of the Industrial Revolution.

Part 3, titled “The Great Leveling,” shifts the focus to the American 
experience. With the Second Industrial Revolution, America took over 
technological leadership from Britain and the world. The purpose of 
this part is to examine why the twentieth century did not see the same 
hostility to mechanization, even as the frontiers of technology were ad-
vanced at an accelerating pace. Chapter 6 sketches the technological 
changes that accompanied the Second Industrial Revolution. It exam-
ines the enormous shifts that took place in the labor market as factories 
electrified, households mechanized, and people left the countryside for 
mass production industries in the city. We all know that these transitions 
weren’t painless. Chapter 7 shows how machinery anxiety returned tem-
porarily, as parts of the workforce struggled to adjust as some occupa-
tions vanished. But even though concerns about new technologies taking 
people’s jobs were widespread at times, few people seriously believed 
that restricting the use of machines was a good idea. Why? America per-
haps had the most violent labor history of the industrial world, but after 
the 1870s, workers rarely, if ever, targeted machines when violence 
erupted. Chapter 8 is devoted to the question of why labor didn’t oppose 
machines in the way it did in the nineteenth century. I harbor no illusions 
that I have succeeded in providing a full answer to that question, but 
technology is certainly part of the story. A flow of enabling technologies 
pulled people into new and better-paying jobs in the smokestack cities 
of the Second Industrial Revolution. As labor began to see technology 
as working in its self-interest, the rational response became to seek to 
minimize the adjustment costs imposed on the workforce rather than 
retarding technological progress. Labor de facto accepted a laissez-faire 
regime with regard to mechanization but insisted on establishing a wel-
fare and educational system to help people adjust while making indi-
vidual costs for those who lost their jobs more narrowly constrained. 
This became the social contract of the twentieth century.

Part 4, called “The Great Reversal,” concerns the era of computers. 
Chapter 9 shows that the age of automation was not a continuation of 



26  I n t r o du c t i o n

twentieth-century mechanization. On the contrary, it was a complete 
reversal of it. The first three-quarters of the twentieth century has rightly 
been regarded as producing “the greatest levelling of all time.”48 It was 
a period of egalitarian capitalism when workers’ wages rose at all ranks, 
to the point where Karl Marx’s proletariat could join the middle class. 
In the 1970s, the American middle class had become a diverse blend of 
blue- and white-collar citizens. Many of these workers tended machines 
of some kind, in offices and factories. As we shall see, robots and other 
computer-controlled machines cut out precisely the middle-income 
factory and office jobs that mechanization created. Chapter  10 shifts 
the focus from the aggregate to the communities that have seen jobs 
disappear. Despite the promise of digital technology to flatten the 
world, it has done the opposite. Since the dawn of the computer revolu-
tion, new jobs have overwhelmingly been clustered in cities with skilled 
populations, while automation has replaced jobs in old manufacturing 
powerhouses, amplifying the polarization of the American social fabric 
along geographic lines. And as America has become increasingly polar-
ized along economic lines, it has also become more politically polarized. 

Chapter 11 turns to the question of why citizens who have seen their 
wages fall have not demanded more compensation, as the median voter 
theorem would predict. If the middle class declines and inequality rises, 
we would expect workers to vote for more redistributive policies. One 
reason that they haven’t, I shall argue, is that they have lost political 
influence. Growing socioeconomic segregation has made people who 
have suffered hardships increasingly detached from the rest of American 
society. Meanwhile, the would-be working class, whose members would 
have flocked into the factories during the postwar boom years, has be-
come increasingly detached from both labor unions and mainstream 
political parties. The growing populist appeal, it seems, in large part 
reflects diminishing opportunities for the losers to globalization and 
automation and the lack of a political response to address their con-
cerns. Globalization has already become a populist target. Looking for-
ward, however, more and more workers are becoming shielded from the 
force of globalization, as a growing percentage of the workforce is em-
ployed in nontradable sectors of the economy. But they are not shielded 
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from automation. If current economic trends persist for several years 
more or even decades, as they did during the Industrial Revolution, 
there is nothing that shields automation from becoming a target, as glo-
balization already has.

Part 5 is titled “The Future,” although it does not attempt to predict 
what will happen. As discussed above, much depends on the race be-
tween replacing and enabling technologies, but obviously the next three 
decades must not mirror the past three. The idea here is not that we can 
simply extrapolate from current trends, which is what economists usu-
ally do. Nor is my ambition to predict future technological break-
throughs. The best I can do is examine the prototypical technologies 
coming out of the labs today that have not yet found widespread use. 
Take, for example, the employment prospects of laundresses, which 
peaked around 1910—the year when Alva J. Fisher took out a patent for 
the first electric washing machine, called Thor (figure 2). If economists 
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had extrapolated from the recent past in 1910, they would have inferred 
that there would be jobs in abundance for people doing laundry in the 
coming decades. By looking to trends in technology, in contrast (which 
is what chapter 12 will do), one might have concluded that the electric 
washing machine would replace laundresses in this task.

After reviewing many recent technological developments, including 
in machine learning, machine vision, sensors, various subfields of AI, 
and mobile robotics, my conclusion is that while these technologies will 
spawn new tasks for labor, they are predominantly replacing technolo-
gies and will continue to worsen the employment prospects for the al-
ready shattered middle class. Thus, assuming that the positive attitudes 
toward technological progress of the twentieth century will continue to 
hold, regardless of how working people fare from automation, is an ex-
ceedingly strong assumption. As we shall see, people are already turning 
more pessimistic about the future and even about automation. A major-
ity of Americans would vote for policies to restrict it, and populists may 
well tap in to growing automation anxiety. How events play out will 
likely depend on policy choices. To that end, chapter 13 concludes by 
sketching some strategies and pathways to help people adjust.



Part I
The Great Stagnation

No craftsman shall think up or devise any new invention, or 
make use of such a thing, but rather each man shall, out of 
citizenly and brotherly love, follow his nearest and his 
neighbour, and practise his craft without harming another’s.

—k ing sigismu nd i of pol a nd

Inequality was pervasive in the agrarian economies that 
dominated the world in 1800. The riches of a few dwarfed the 
pinched allocations of the masses. Jane Austen may have written 
about refined conversations over tea served in china cups. But 
for the majority of the English as late as 1813 conditions were no 
better than for their naked ancestors of the African savannah. 
The Darcys were few, the poor plentiful.

—gr egory cl a r k, a fa r ew ell to a l ms

The wealth of humans is best understood as the cumulative effect of 
technologies that allow us to produce more with fewer people. Yet be-
fore the Industrial Revolution, living standards were less dependent on 
the spread of technologies that substituted mechanical power for human 
muscle. This is not to suggest that technological progress commenced 
in the eighteenth century. Disparities in the adoption of technology 
across societies reveal substantial technological progress during the 
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preindustrial era. No single event illustrates this better than when the 
Dutch explorer Abel Tasman discovered Tasmania in 1642, ending 
the longest isolation of a population recorded in history. Elsewhere in 
the world, the diffusion of technologies had significantly altered human 
development. In Tasmania, by contrast, people still lacked agriculture, 
metal, pottery, fire-making equipment, and even mounted stone tools.1

Based on what we know from recorded history, the lack of techno-
logical creativity was not the key obstacle to economic growth. The 
windmill, horse technology, the printing press, telescope, barometer, 
and mechanical clock—to name just a few—were all invented before 
the eighteenth century. The reason that we tend to attribute the begin-
ning of meaningful technological change to the Industrial Revolution 
is that then, for the first time, there was progress that eventually trans-
lated into significantly higher average incomes. Hence, even though the 
historical record is one of uneven technological progress, 99 percent of 
human history can with some exaggeration be regarded as a great stag-
nation in economic terms. The first part of this book seeks to explain 
why. By reviewing the key technological advances in the West—where 
the Industrial Revolution first took place—and their respective applica-
tions in production, the objective is to shed some light on why techno-
logical progress in the preindustrial world failed to achieve anything like 
the comfort and prosperity that followed the technological achieve-
ments of the eighteenth century. The explanations in the literature are of 
course plentiful. One popular theory is that before the Industrial Revolu-
tion the world was caught in a Malthusian trap, where greater prosperity 
simply translated into larger populations, leading to no real gains in per 
capita income. The Malthusian view is not irrelevant, but living standards 
in Britain had already improved between 1500 and 1800, albeit slowly. 
The real conundrum is that most of the wave of gadgets that we associate 
with the Industrial Revolution could have been developed and put into 
widespread use long before the eighteenth century, yet they were not. Be-
sides the steam engine, the eighteenth century didn’t witness any break-
throughs that would have “puzzled Archimedes.”2

The preindustrial history of technology illustrates an important 
point: resistance to worker-replacing technologies has been the norm 
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rather than the exception. Innovation flourished before the eighteenth 
century, but it rarely took the form of capital that replaced labor—and 
when it did, fierce opposition typically followed. This should not be 
taken to imply technological backwardness. However, it does help ex-
plain why the job-replacing technologies of the Industrial Revolution 
did not arrive earlier.
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Though preindustrial societies were clearly less productive than later 
ones, technological creativity has existed in some form throughout 
human history. The majority of our most basic technologies, such as 
fire-making equipment, tools for hunting and fishing, the domestication 
of animals, agriculture, irrigation, pottery and glazing, the wheel, and 
spinning and weaving techniques were invented before any historical 
record was made. The most transformative of these inventions was ag-
riculture, because it allowed the first civilizations to emerge. As Ber-
trand Russell explains: “Civilized man is distinguished from the savage 
by prudence, or, to use the slightly wider term, forethought. He is willing 
to endure present pains for the sake of future pleasures. . . . ​This habit 
began to be important with the rise of agriculture.”1

Before the Neolithic revolution, which began about 10,000 years ago, 
hunter-gatherers were preoccupied with finding food. Hunting required 
no planning but did involve sharing what was caught, as there was no 
technology for storing meat or other foods that had been foraged for—
which meant that instant consumption was the only option. Therefore, 
there were no property rights in the modern sense and no need for 
them. Like chimpanzees, hunter-gatherers would inhabit and often fight 
over a territory, but because no one was able to accumulate any mean-
ingful surplus, there were no assets to establish ownership over. The 
development of agriculture—the growing of crops and the cultivation 
of animals—changed that and allowed food to be stored in granaries 
and in the form of livestock for the first time. This in turn enabled people 

1

A Brief History 
of Preindustrial Progress
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to accumulate significant food surpluses, which led to the development 
of the concept of ownership and new forms of social organization for 
the protection of property rights.

Like hunter-gatherers, early Neolithic communities consisted of 
family members, but instead of foraging for plants and hunting wild 
animals, everyone worked in farming. Technological efforts were 
therefore mainly directed toward agricultural needs, and the tools and 
skills needed for farming were very different from those of hunter-
gatherers. Farmers needed axes to clear the land of trees, digging sticks 
and stone-bladed hoes to cultivate the soil, and sickles with sharp edges 
for harvesting. By definition, the tools of the Neolithic era were made out 
of stone. Although these tools were simple, the megaliths and stone mon-
uments that remain from that time reveal that people were capable of 
building impressive structures even before the first major civilizations 
emerged. But because people devoted most of their time to cultivating 
the land to produce the food they needed, construction took many years. 
A large food surplus was required to feed full-time construction workers 
before large-scale hydraulic engineering projects and the construction of 
cities became feasible. In due course, improvements in agricultural pro-
ductivity allowed for the production of more food and the expansion of 
cities—in which the jobs of artisans, smelters, smiths, and others became 
full-time occupations—where increasingly skilled workers specialized in 
the development of better technologies that allowed agricultural produc-
tivity to increase further.2 This meant that larger populations could be 
supported, permitting additional specialization that gave rise to more 
technologically sophisticated civilizations.

The first great civilizations to appear were the Minoan civilization, 
which was destroyed by a volcano eruption on Crete, and the civiliza-
tions of Mesopotamia and Egypt. In these societies the bulk of the 
population were still farmers, who grew an abundance of beans, 
wheat, lentils, barley, onions, and so on. They also raised cows, pigs, 
sheep, donkeys, and goats. And most importantly, they produced a 
food surplus that enabled people to engage in activities other than farm-
ing. Some people were construction workers, artisans, merchants, or 
warriors. Others worked as servants to the ruling classes, whose members 
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were the political, religious, and military leaders. With a growing share 
of the population outside the agricultural sector, inventive contrivances 
were no longer confined to agriculture. For the modern world, the most 
important enabling technology inherited from ancient civilizations is 
writing, which still allows us to store and transmit information across 
time and space. Among other significant inventions was the potter’s wheel, 
which first appeared in Mesopotamia during the fifth millennium. Al-
though wheeled carts and wagons, drawn by oxen, became increasingly 
common in Mesopotamia around 3000 b.c., their wheels were made of 
heavy planks, which could not be used in rocky terrain and often sank 
into soft soil. The wheel’s impact on productivity at this time was there-
fore negligible. Long after the invention of the wheel, caravans of don-
keys were still used for the transportation of goods.3

In terms of labor-saving technology, the most important achieve-
ments of ancient civilizations were probably in the discovery and ex-
ploitation of metals. Copper was first to be exploited, and there were a 
number of innovations in the techniques used to harden it, by adding 
tin to make bronze (thus initiating the Bronze Age, which lasted from 
around 4000 to 1500 b.c.) or zinc to make brass. Gold and other soft 
metals were discovered and became the basis for currencies. And iron 
eventually emerged (thus starting the Iron Age, from around 1500 to 
500 b.c.) and was soon widely adopted, as ancient smiths found it to be 
a much stronger and harder metal. These developments, in turn, led to 
a range of other technological advances. Tools previously made of wood 
or stone could now be made with more durable but also malleable 
metal. And entirely new tools could be made—such as saws, scythes, 
picks, and shovels—that would have been unthinkable without advances 
in metallurgy.4 Though there were no machines to relieve workers of 
their burdens, even the simplest tools could save a considerable amount 
of labor: “A man with a spade will do as much work as twenty men who 
only have their nails to scratch the ground with.”5 All the same, while 
these tools clearly helped people, advances in metallurgy also led to 
some undesired disruptions. Warriors with steel weapons were able to 
conquer civilizations whose weapons were made of stone and wood. 
The old civilizations of Eurasia had lasted for millennia, in part because 
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their elites had little to gain and plenty to lose from new technologies 
that could threaten their leadership. Their status came to be challenged 
only after the invention of iron and the domestication of the horse. The 
nomadic warriors that disrupted Mesopotamia were the first to use iron 
weapons. Thus, at the height of the Roman Empire, Pliny the Elder de-
scribes iron as

the most precious and at the same time the worst metal for mankind. 
By its help we cleave the earth, establish tree-nurseries, fell trees, 
remove the useless parts from vines and force them to rejuvenate 
annually, build houses, hew stone and so forth. But this metal serves 
also for war, murder and robbery; and not only at close quarters, man 
to man, but also by projection and flight; for it can be hurled either 
by ballistic machines, or by the strength of human arms or even in 
the form of arrows. And this I hold to be the most blameworthy prod-
uct of the human mind.6

Much like the fears surrounding the disruptive effects of artificial intel-
ligence (AI) today, with scholars like Stephen Hawking and Nick 
Bostrom suggesting that it could spell the end of human civilization, 
people in preindustrial times worried that technology could destroy 
their much smaller and more isolated world. This was not just a worry 
of Pliny the Elder but the intuition that shaped attitudes toward techno-
logical progress among elites throughout classical antiquity (around 
500 b.c. to a.d. 500). For political leaders concerned with conserving 
their power, technology was not always welcome.

Oppressed by Tradition

While most early scholars have argued that classical civilizations did not 
achieve much technological progress, such accounts are now seen as 
understating the breakthroughs of classical times.7 This perception was 
largely due to the fact that new technologies were rarely developed with 
economic objectives. As the classical scholar Moses Finley has argued, 
our view of technological progress in antiquity often involves imposing 
our own value systems on civilizations that had little interest in 
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industrial pursuits.8 Because the chief function of technology since the 
Industrial Revolution has been to improve industrial processes, prod-
ucts, and services, we tend to think of technological progress in such 
terms. In contrast, technological advances in classical times typically 
served the public sector, rather than private interests. Instead of promot-
ing technological development to increase productivity, leaders focused 
on advancing public works that helped them gain popularity and safe-
guarded their political power.9 As documented by the historian Kyle 
Harper, “A proud inventory from the fourth century claimed that Rome 
had 28 libraries, 19 aqueducts, 2 circuses, 37 gates, 423 neighborhoods, 
46,602 apartment blocks, 1,790 great houses, 290 granaries, 856 baths, 
1,352 cisterns, 254 bakeries, 46 brothels, and 144 public latrines. It 
was, by any measure, an extraordinary place.”10

In particular, classical civilizations are famous for their advances in 
civil and hydraulic engineering and architecture.11 “The Rome of 100 a.d. 
had better paved streets, sewage disposal, water supply, and fire protec-
tion than the capitals of civilized Europe in 1800.”12 Water conduits to 
supply fresh water first emerged in early classical Greece and later spread 
to Rome.13 Beginning with Appius Claudius in 312 b.c., the water system 
in Rome was gradually expanded, and by around a.d. 100, when the 
water superintendent Frontinus was writing, Roman homes were being 
supplied with running water. A central heating system was developed 
to serve public bathhouses, and the demand for bath buildings led to 
technological advances in heating methods, such as the hypocaust for 
heating floors.14 An enabling technology for many of the grand struc-
tures of Rome was the discovery of cement masonry, which has been 
called the only great invention of the Romans.15 That is certainly an 
exaggeration, but it is true that the Romans barely made any contribu-
tions to industrial development. This was not because they lacked the 
technological creativity or the technical skills. Roman rulers simply had 
no interest in industry. To paraphrase the historian Herbert Heaton, 
Roman leaders regarded war, politics, finance, and agriculture as the 
only activities to which they might put their hands.16 Even the advances 
made in mechanics—including the development of cranes, pumps, and 
water-lifting devices—were largely a set of ancillary inventions to 
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support construction and hydraulic engineering efforts. As far as we can 
tell, these devices did not have any meaningful impact on private-sector 
productivity. Spillovers to the private sectors of the economy were rare, 
although hydraulic engineering found some applications in irrigation 
and drainage. Labor-replacing inventions in agriculture were few: there 
is evidence of some harvesting machines, but they were last mentioned 
in the fifth century a.d., and their disappearance suggests that they 
failed to find widespread use.17 In textile production, there were no 
noteworthy advances in mechanization. Spinning and weaving re-
mained highly labor-intensive activities. Spinning was done using a 
spindle and whorl, which meant that it took some ten spinners in con-
tinuous employment to keep one loom supplied with yarn. Even the 
waterwheel—the most famous invention of the Roman Empire—prob
ably had no significant impact on aggregate productivity. The water-
wheel described by the Roman engineer Vitruvius during the first 
century b.c. was primarily used for flour milling by the fifth century a.d., 
and even in flour milling its use was seemingly limited.18

It is quite telling that most classical writers did not bother much with 
machinery. Vitruvius, who wrote extensively on technical matters, de-
voted only one of the ten books of his De Architectura to mechanical 
devices, and about half of that book was on military machines. The rela-
tive importance of military machinery speaks to the fact that technol-
ogy in classical civilizations served as a tool to conserve and extend 
political power, rather than serving economic interests: even Roman 
roads and bridges were built mainly for military purposes.19 Later per-
ceptions of De Architectura also well summarize the important achieve-
ments of the time. While it came to have profound impacts on leading 
writers and architects of the Renaissance (including the likes of Filippo 
Brunelleschi, Leon Battista Alberti, and Niccolò de’ Niccoli) its impacts 
on later developments in machinery were insignificant. The famous 
drawing of the Vitruvian man by Leonardo da Vinci—one of the great 
inventors of the Renaissance—was based on the concepts of proportion 
put forward by Vitruvius, as the name suggests. But da Vinci found the 
inspiration for his ideas of machines elsewhere.
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The main mechanical achievements of classical civilizations were to 
understand some of the principles and features of machines. By apply-
ing mathematics to discover the law of lever, and the principles of hy-
drostatics, Archimedes (287–212 b.c.) laid the foundations for some of 
Galileo’s later work, which would become essential to the development 
of more complex machines.20 Moreover, Mechanika (commonly attrib-
uted to Aristotle, but presumably written by someone else) includes 
extensive discussions of the lever, wheel, wedge, and pulley, but the ap-
plications discussed suggest limited interest in their practical use. And 
other elements that can be found in classical literature—such as the 
gear, cam, and screw—were mostly applied to war machines.

In other words, classical civilizations witnessed a number of techno-
logical advances that had virtually no meaningful economic impact, the 
reason being that for inventions to improve material standards of living, 
they need to serve economic purposes and must be applied in produc-
tion. To assert that this was not a period of technological creativity 
would therefore be severely misguided. In fact, classical times were an 
era of  tremendous technological sophistication. Brilliant inventors, 
such as Hero of Alexandria, developed the first vending machine, the 
first steam turbine, and a wind wheel that operated an organ.21 While 
these inventions were mere toys, they show the sparks of technological 
genius of classical times. In particular, the discovery of the Antikythera 
mechanism, an astronomical computing machine used to predict astro-
nomical positions and eclipses, on a wreck near Crete in 1900, reveals 
the astounding technological creativity of Hellenism. The mechanism, 
which was built in the first century b.c., led Derek Price, who recon-
structed it, to urge historians to “completely rethink our attitudes toward 
ancient Greek technology. Men who could have built this could have 
built almost any mechanical device they wanted to.”22

The key question therefore is why so little of this technological 
creativity was translated into economic progress. Part of the answer 
probably lies in the fact that slavery provided disincentives for the in-
troduction of worker-replacing technology. Although the historian Ber-
trand Gille has been critical of this thesis—arguing that science and 
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technology flourished in the ancient world—the abundance of slaves 
might still explain why few technological insights were applied to pro-
duction.23 In addition, the persistence of slavery meant that a large share 
of the population in classical civilizations was not free to pursue indus-
trial activities. A related explanation put forward by John Bernal, a scien-
tist and historian, suggests that the reason why the classical period failed 
to produce the machines of the Industrial Revolution was lack of eco-
nomic incentive. The wealthy, he argues, could afford handmade items, 
and slaves could not afford to buy anything that wasn’t a necessity.24 

Furthermore, technological advances were blocked at times. For 
example, Pliny the Elder tells a story from the reign of the Emperor 
Tiberius, when a man had invented unbreakable glass. Instead of re-
warding the inventor for his creativity, Tiberius had the man executed, 
fearing the possibility of angry workmen rebelling. More direct evi-
dence of the government’s seeking to control technological progress is 
provided by Suetonius, who describes how Emperor Vespasian, who 
ruled in 69–79 a.d., reacted to the introduction of worker-replacing 
technology. When Vespasian was approached by a man who had inven
ted a device for transporting columns to the Capitoline Hill, Vespasian 
refused to use the technology, declaring: “How will it be possible for me 
to feed the populace?”25 Because columns were large and heavy, trans-
porting them from the mines to Rome required thousands of workers. 
Even though this was a huge expense to the government, the concern 
that depriving Romans of work might be politically destabilizing made 
conserving jobs by maintaining the technological status quo the more 
politically appealing option. Transporting columns provided workers 
with livelihoods, kept them busy, and thereby minimized chances of 
social unrest.26

What is beyond dispute is that there was little cultural and political 
interest in driving industrial development. As the economic historian 
Abbott Usher has argued, classical civilizations were “oppressed by tra-
dition” and therefore showed little interest in new technology.27 While 
classical civilizations were clearly technologically creative, there were 
few incentives for them to invent anything for industrial purposes in 
general and labor-replacing technologies in particular. However, the 
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absence of such innovation does not imply economic backwardness. 
Growth derived from things for which the Greeks and Romans are fa-
mous, including organization, trade, order, and law. Such institutions 
can take an economy a long way, and they surely did. As the economist 
Peter Temin has documented, the Roman Empire had a market econ-
omy. Pax Romana stimulated Mediterranean trade, and living condi-
tions were certainly better than in most places before the Industrial 
Revolution.28 But this was primarily growth based on trade. And when 
the political foundations upon which this growth was built were under-
mined, as was the case after the collapse of the Roman Empire, living 
standards rapidly deteriorated.29

Light in the Dark Ages

Ironically, technological progress increasingly came to serve an eco-
nomic purpose during the Middle Ages, when government control of 
it diminished and technological efforts shifted from the public to the 
private sector. To many historians the fall of the Roman Empire marks 
the end of the ancient world and the onset of the Middle Ages, the early 
part of which is sometimes still referred to as the Dark Ages. During the 
early Middle Ages (a.d. 500–1100), the economic and cultural environ-
ment in Europe was more primitive than it had been in classical civiliza-
tions: literacy declined, law enforcement diminished, violence became 
more frequent, commerce deteriorated, and the roads and aqueducts of 
Rome fell into disrepair. The collapse of the Roman Empire was accom-
panied by the rise of the feudal order, with the crown at the top, the 
nobility beneath, and the peasantry at the bottom. Relative to the 
Roman Empire, the crown was weak, as the feudal order meant that 
political power was split among highly decentralized lords, who main-
tained their own armies. The lords allocated their land to peasants, often 
referred to as serfs, who had to perform extensive unpaid labor but, 
unlike slaves, were allowed to retain some of the product of their labor. 
Like slaves, however, serfs were subject to many restrictions, including 
being unable to leave the estate without the permission of the lord and 
being unable to litigate in courts presided over by nobles. Under this 
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system, incentives to work hard and innovate were probably very low. 
Yet this period “managed to break through a number of technological 
barriers that had held the Romans back.”30 To be sure, medieval Europe 
did not have anything like the extravagant structures of the Roman Em-
pire, but there was no need for expensive roads and bridges, as there 
were no great armies to maintain and use.31 Instead, medieval techno-
logical efforts increasingly targeted economic problems, although these 
were mostly modest by modern standards. Unlike “the amusing toys of 
Alexandria’s engineers or the war engines of Archimedes,” medieval 
technology reduced daily toil.32

In particular, the increased willingness to imitate and adopt tech-
nologies from foreign lands was an early sign of a more technologically 
progressive society. Europe in early medieval times was by no means at the 
forefront of technology, but it was gradually catching up.33 In the Middle 
Ages, improvements in agricultural technology were particularly impor
tant. Because most workers were still engaged in farming, agricultural 
inventions had the greatest impact on aggregate productivity, although 
the prevalence of serfdom held back technological development. The 
transformation of agriculture was a gradual process that would continue 
for many centuries, but eventually it shaped the world of work in 
Europe. 

The drivers of this transformation were the introduction of the heavy 
plow and the establishment of the three-field system.34 The heavy plow 
was an enabling technology: with it, huge tracts of land that could not be 
cultivated in Roman times could now be used for farming. But besides 
expanding the pool of farmland, the heavy plow also boosted productiv-
ity. As the medieval historian Lynn White writes, it constituted an “agri-
cultural engine which substituted animal power for human energy and 
time.”35 But like most inventions, it came with new challenges—in this 
case, because several oxen were required to pull it.36 The growing depen
dency on animate power in farming meant that peasants needed to find 
better and cheaper ways of feeding their animals. Part of the solution was 
found in the new three-field system that gradually spread across Europe, 
allowing the animals to graze on the land while fertilizing the soil. The 
productivity gains from this system were substantial. Compared to the 
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two-field rotation system, it is estimated to have increased productivity 
by up to 50 percent, though it did so mainly by saving capital.37 Further-
more, it greatly stepped up the production of certain crops, such as oats, 
that were particularly suitable for feeding horses, thereby increasing the 
quantity and quality of surplus food needed for horse technology. By 
the end of the Middle Ages, there appears to be a tight correlation be-
tween the adoption of the three-field system and the use of horses in 
agriculture.38

Following a series of ancillary inventions, horse technology greatly 
improved throughout the Middle Ages. The invention of the nailed 
horseshoe, for example, enabled the more widespread use of horses for 
commercial transportation, and the shoe’s protection of the hooves 
from moist soil allowed for greater adoption of horsepower in agricul-
ture. Another important improvement was the invention of the stirrup. 
Although its purpose was largely military, making it possible for a knight 
to fight on horseback, it equally benefited civilian riders in terms of 
stability and comfort. But in terms of economic impact, it was prob
ably the arrival of the modern horse collar that made the largest 
contribution—though its true significance was not recognized until the 
beginning of the twentieth century, when it was documented by Rich-
ard Lefebvre des Noëttes, a retired French cavalry officer. Comparing 
the use of horses in antiquity and the Middle Ages, he found that the 
throat-girth harness used by the Greeks and the Romans, with two 
straps around the belly and neck of the horse, meant that the horse lost 
about 80 percent of its efficiency.39 

The importance of these technological advances cannot be over-
stated, as 70 percent of all energy in Britain still came from animals in 
the eleventh century, with the remainder coming from water mills. But 
even though horses were increasingly employed in agriculture, the ef-
fects of horse technology on productivity are not entirely clear, as oxen 
were often used as well. What seems clear is that the switch to horse 
technology, when it occurred, was associated with substantial gains in 
productivity.40 Modern experiments show that although the horse and 
ox perform similarly in terms of pull, the horse moves much faster, al-
lowing it to produce 50  percent more foot-pounds per second, while 
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being able to work up to two hours more per day. The impact on pro-
ductivity in transportation is likely to have been just as significant, as 
horse technology helped facilitate Smithian growth by giving a boost to 
land transport and trade. With the new harness and nailed shoes for the 
horse, the cost of grain is estimated to have increased only 30 percent 
for each hundred miles of overland carriage in the thirteenth century, 
which is more than three times better than in Roman times.41

Much progress was also made using power from wind and water to 
replace animate power. During the Middle Ages—especially between the 
seventh and the tenth centuries—larger and better waterwheels spread 
throughout Europe and found applications in a growing number of indus-
tries. The Domesday Book of 1086, completed by order of William the Con-
queror, lists 5,624 water mills for some three thousand British communi-
ties, or roughly two mills for every one hundred households.42 These were 
used to drive fulling mills, breweries, sawmills, bellows, hemp treatment 
mills, cutlery grinders, and so on. Though The Domesday Book does not 
allow us to estimate average horsepower for these mills, their long and 
widespread use underlines their economic importance: water mills would 
remain a prime source of energy in Britain even throughout the Industrial 
Revolution.43 Their arrival thus meant lasting progress relative to its pre
decessor civilizations. The late Middle Ages has indeed been described 
as a “medieval industrial revolution based on water and wind.”44

While wind power had previously been used in sailing, windmills 
had been unknown to classical civilizations and were not invented until 
the time of the Norman Conquest (1066): the first windmills with cred-
ible documentation date back to 1185. The economic significance of 
these windmills is suggested by the associated disputes that emerged. A 
wealthy cleric named Burchard complained directly to Pope Celestine III 
that one knight had refused to pay tithes (one tenth of a person’s an-
nual earnings, taken as a tax to support the church and clergy) on the 
income from his windmill. Even though windmill owners argued that 
they were dealing with new circumstances that were not covered by the 
existing regulations, it took the pope only until 1195 to impose tithes 
on them.45
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Overall, medieval Europe was clearly capable of achieving higher lev-
els of productivity than predecessor civilizations, both in manufacturing 
and agriculture. Yet some of its most revolutionary technologies—
like the mechanical clock and the printing press—had little impact on 
economic activity at the time. The weight-driven clock, which had 
emerged by the end of the thirteenth century, became of economic im-
portance only after 1500. In the Middle Ages, domestic clocks were rare. 
They were nice toys for the rich and helpful instruments to scientists. 
Usher writes: “By 1500, few towns were without some tower clock, but 
domestic clocks, though widely diffused among the wealthy, were not 
common in Europe as a whole until a later period. Later writers imply 
that clockmaking was so highly developed in Nuremberg in the fifteenth 
century that domestic clocks came into more general use in central and 
southern Germany than elsewhere in Europe. These German clocks of 
the fifteenth century were among the first made to indicate minutes and 
seconds, and some use was made of them by astronomers.”46

Public clocks, however, are a different story. The tower clocks of late 
medieval towns were built mainly for status and reputation rather than 
for economic reasons. They were financed by wealthy noblemen who 
wanted to showcase the progressiveness of their towns. But they had 
unintended economic consequences. The economic historians Lars 
Boerner and Battista Severgnini have shown that early adopters—cities 
that had a tower clock before 1450—grew faster between 1500 and 1700 
than those that didn’t.47 Over the long run, the clocks’ contribution to 
economic growth was significant, but their impact was delayed:

Building a clock in a town was motivated by prestige and not by eco-
nomic needs—towns did not forecast any of the benefits clocks 
would bring in the long run, or what can be seen ex post as an eco
nomically efficient application. Consequently, the economic use of 
clocks was a slow process of adoption. Whereas the use of clocks for 
coordination activities, such as market times or administrative town 
meetings, can already be observed during the 14th and 15th centuries, 
the use of clocks to monitor and coordinate labour processes evolved 
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only slowly, in particular during the 16th century. Finally, a cultural 
adoption reflected in the daily cultural and philosophical thinking of 
the time can be observed from the middle of the 16th century, for 
instance with the Protestant movement (in particular with John Cal-
vin’s propagation of the concept of “scarce time”). The 17th century 
also brought forth scientists and philosophers such as Robert Boyle 
and Thomas Hobbes, who used the clock as a metaphor for the func-
tioning of the world and to explain how institutions such as the state 
should work. Looking at this slow process it is not surprising that it 
took some time before the complementary organisational, procedural, 
and cultural behavioural innovations transformed into economic 
growth.48

Many historians have pointed to the significance of accurate time mea
surement to economic progress. The French historian Jacques Le Goff 
has called the birth of the public clock a turning point in Western soci-
ety.49 And the historian Lewis Mumford has gone so far as to suggest 
that not the steam engine but the mechanical clock was the machine that 
made the industrial age.50 While this might seem exaggerated, there 
can be no doubt that the clock changed Western life in general, and the 
pace of work in particular. New cultural attitudes about punctuality al-
ready began to emerge in the late Middle Ages. Of course, the practice 
of dividing the day into measurable time units existed before the clock, 
but the length of the hour was not fixed. It depended on the length of the 
day, meaning that it varied significantly between summer and winter. 
Thus, people still tended to follow the position of the sun for time guid-
ance. And while medieval people had sun or water clocks, these did not 
play any meaningful role in business. Markets opened at sunrise and 
closed down at noon when the sun was at its zenith. It was only after the 
spread of public clocks that market times were set by the stroke of the 
hour. Public clocks thus greatly contributed to public life and work by 
providing a new concept of time that was easy for everyone to under-
stand. This, in turn, helped facilitate trade and commerce. Interactions 
and transactions between consumers, retailers, and wholesalers, be-
came less sporadic. Important town meetings began to follow the pace 
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of the clock, allowing people to better plan their time and allocate re-
sources in a more efficient manner.51

In industry, clocks grew in importance much later with the birth 
of the factory system in the eighteenth century (see chapter 4). Though 
the role of clock makers in designing the textile machines that powered 
the early Industrial Revolution has probably been overstated, there can 
be no doubt that the mechanical clock was a key enabling technology 
for the factory system, with its fixed working hours. The coordination 
of factory work rested on regularity, routine, and accurate time measure
ment. And many later advances in steam engines and other machinery 
required the precision lathes and measuring tools that were developed 
during the Renaissance to produce scientific and navigational instru-
ments. The close connection of clock and watch making with the 
instrument-making sector facilitated much of the progress that took 
place around 1800. Karl Marx and Max Weber were right in thinking 
that clocks had an enormous impact on the evolution of capitalism.52

The first metal movable-type printing press, invented by Johannes 
Gutenberg in 1453, was another landmark achievement of late medieval 
times, whose main contributions to productivity came much later. In-
stead of creating one immensely complicated stamp for each page to be 
printed, Gutenberg made metal stamps for individual letters and sym-
bols, which were set in the desired sequence. The virtue of Gutenberg’s 
invention is evident from changes in the price of books, which soon fell 
by two-thirds—making them accessible to a growing share of the popu-
lace.53 Yet what the historian of technology Donald Cardwell has called 
“the first revolution in information technology” cannot be attributed to 
Gutenberg alone.54 The printing press was made economically feasible 
by a number of enabling technologies, including paper (which was in-
troduced from China), cheap printing ink, the press (most likely 
adopted from ancient winepresses), and the Roman alphabet (which 
had become universal in Europe and was particularly suitable for print-
ing, with its twenty-six letters). It is nonetheless undisputable that 
Gutenberg’s invention was one of the most important in human history. 
Toward the end of the century, there were over 380 printing presses in 
Europe, producing a tsunami of books. More books were published in 
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the fifty years following Gutenberg’s invention than in the millennia 
before.55

Economic historians like Gregory Clark have concluded that the ef-
fects of the printing press on economic growth at the macroeconomic 
level were “unmeasurably small.”56 But even though the industry of 
printing did not appear in aggregate statistics, we know from recent work 
by the economist Jeremiah Dittmar that the printing press became a 
motor of urban growth in the sixteenth century.57 In cities where the 
printing press was adopted, the spread of business textbooks allowed 
people to better transmit commercial know-how, including how to 
make currency conversions, determine interest payments, and calculate 
profit shares—which in turn helped foster the spread of valuable 
commercial skills. In the words of Gaspar Nicolas, author of the first 
Portuguese arithmetic textbook, published in 1519: “I am printing this 
arithmetic because it is a thing so necessary in Portugal for transactions 
with the merchants of India, Persia, Ethiopia, and other places.”58

We all know that the printing press also facilitated the spread of sci-
ence. But as we shall see, science didn’t become a pillar of technological 
progress until the nineteenth century. In the 1500s, as Dittmar writes, 
“the role of print media in the diffusion of industrial innovations was 
probably more limited.”59 It was primarily a facilitator of trade. Where 
commerce was flourishing, the virtues of printing were the greatest. 
That the movable printing press was a force of Smithian growth is under-
lined by the fact that cities with access to waterborne transport were 
best positioned to profit from it. Indeed, the work of Dittmar shows that 
the printing press delivered special benefits to port cities, as they gained 
disproportionately from innovations in commercial practice. More 
broadly, early adopters of the printing press saw face-to-face interactions 
become more important, as printing for the first time brought mechan-
ics, scholars, merchants, and craftsmen together in a commercial setting. 
Bookshops became meeting places for intellectuals. And cities that 
adopted the new printing technology also attracted paper mills, illumi-
nators, and translators. Like the computer revolution, to which we shall 
return in chapter 10, the first revolution in information technology did 
not spell the death of distance. Just like computing, printing made the 
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tyranny of geography all the more apparent, prompting people to clus-
ter together and increasing urbanization. Thus, like the computer revo-
lution, the revolution in printing, if anything, made the world less 
flat.

Though the printing industry itself was too small to drive aggregate 
growth, there can be no doubt that printing experienced a Schumpet-
erian transformation, as scribes, who made copies of manuscripts 
before the invention of printing, found their skills being rendered re-
dundant. So why was the printing press adopted so enthusiastically in 
the West when people who face displacement usually oppose new 
technologies? In 1397, for example, when tailors protested, the city of 
Cologne banned the use of machines that automatically pressed pin-
heads. And in 1412, in response to resistance by silk spinners’ guild to the 
adoption of a silk-twisting mill, the city declared that “many persons who 
earn their bread in the guild in this town would fall into poverty, for 
which reason the town council agreed that neither this mill nor in general 
any similar mill shall be made or erected, either now or in future.”60

Why, then, didn’t the scribes oppose the printing press in the same 
way? One reason might be that printing with movable type was a largely 
unregulated infant industry. As the historian Stephan Füssel has pointed 
out, in the early days of the industry, people in most cities were free to 
invent without restrictions imposed by the guilds or government regu-
lations.61 As we shall see, in places and industries where the guilds got 
stronger, they often tried to restrict replacing technologies, and printing 
was no exception: in the sixteenth century, the scribes’ guild of Paris 
triggered a revolt against labor-replacing printing technology.

To be sure, everyone was not content with the advent of Gutenberg’s 
invention in the fifteenth century. We know of some episodes of labor 
unrest accompanying its adoption, like the protests of professional writ-
ers in Genoa in 1472, the opposition from the card makers of Augsburg 
in 1473, and uprisings among the stationers of Lyons in 1477. But on the 
whole, the rapid diffusion of the printing press suggests that resis
tance was weaker than one might have expected. In an article titled 
“Why Were There No Riots of the Scribes?,” Uwe Neddermeyer argues 
that the reason is simple: for the most part, the scribes benefited from 
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the arrival of the printing press. The majority of handwritten manu-
scripts had been produced by people writing books for themselves with-
out commercial motives. Few scribes and religious communities made 
their living by reproducing books. Thus, for most people affected, the 
printing press did not mean any loss of income. And for those who did 
see their incomes disappear, there were mostly good alternative op-
tions: “Many professional scribes continued to be in a position to earn 
their living from writing documents, inventories, letters, minutes, etc.—
i.e. texts that were uneconomical to be reproduced by printing.”62 
Perhaps more importantly, the printing press, which created an ever-
growing demand for books, also created new jobs from which many 
scribes themselves benefited.

Contemporaries did not fail to take notice. In Expositiones in Sum-
mulas Petri Hispani, published around 1490 in Lyons, the editor Johann 
Treschel writes that as the new art of printing ends the careers of scribes, 
“they have to do the binding of books now.”63 Indeed, during the closing 
decades of the fifteenth century, many monasteries whose scriptoria had 
long churned out new books shifted their focus to cover design and 
bindings. Some even set up their own printing presses. Hence, some 
scribes even celebrated the new art of printing, which relieved them of 
tedious writing and allowed them to specialize in the design and bind-
ing of books. As Neddermeyer writes, if “asked whether they approved 
of the new craft, most scribes in the era of Gutenberg would have replied 
with a definite Yes.”64 As will be discussed in chapter 8, one reason resis
tance to labor-replacing technologies was so feeble in the twentieth 
century was that workers for the most part had good alternative job 
options, much thanks to the steady expansion of manufacturing opera-
tions. But clearly, that was not always the case.

All the same, on balance, the technical advances of the Middle Ages 
probably did more to foster trade than they did to save labor. In partic
ular, advances in shipbuilding and navigation—including the three-
master ship, the development of the movable rudder to replace the 
steering oar, and the invention of the mariner’s compass—constituted 
enabling technologies for the age of discovery and the surge in inter-
national trade associated with it. What’s more, so-called caravel 
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construction culminated in the Portuguese caravel ship in the fif-
teenth century, the type of ship that was used by Vasco da Gama, Chris-
topher Columbus, and Ferdinand Magellan, to discover new trade 
routes. By that time, Europe had gone some way toward catching up 
with previously more advanced Islamic and Oriental civilizations. And 
while Europe was still an imitator of foreign technologies, despite some 
sparks of technological brilliance, it was soon to turn from imitator 
to innovator.65

Inspiration without Perspiration

Between 1500 and 1700, the technological gap between the West and the 
rest widened. Europe was no longer a technological backwater. It was 
expanding the frontiers of technology long before the Industrial Revo-
lution. The bridge between the Middle Ages and the industrial era was 
built by the Renaissance, which started in medieval Italy and gradually 
spread across Europe. Although it began as a cultural movement, it was 
equally a force of profound technological change. Still, as we shall see, 
hardly any of its key inventions served to replace workers. And when 
those inventions did, they were fiercely opposed.

The technological advances of the Renaissance owed much to one 
of the late medieval inventions: Gutenberg’s printing press. For the first 
time, a vast technical literature emerged, containing detailed descrip-
tions of dams, pumps, conduits, and tunnels and making technical 
knowledge more communicable and cumulative. This literature clearly 
shows that the practical relevance of machines was well understood 
among some of the Renaissance’s leading figures. Leonardo da Vinci—
who among other things was responsible for many inventions—refers 
to mechanics as “the paradise of the mathematical sciences, because it 
is in mechanics that the latter find their realization.”66 But the gap be-
tween best practice and the machines that were adopted and put into 
widespread use was large, and few inventions recorded in the stream of 
technical writings therefore had any significant impact on economic 
growth. For example, in De Re Metallica, Georg Bauer wrote exten-
sively on various mining machines, and Vittorio Zonca describes an 
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astoundingly sophisticated silk-throwing machine—which almost a 
century later inspired John Lombe to travel to Italy to discover the pre-
cious secret. However, like most machines described in the technical 
literature, they did not become standard equipment in Renaissance Eu
rope. Similarly, while working for the British Royal Navy, the Dutch 
engineer Cornelis Drebbel built the first navigable submarine and dem-
onstrated it to King James I in 1624, more than two centuries before the 
technology would be put into use. But although it was tested several times 
in the Thames, the vessel didn’t generate sufficient enthusiasm for the 
idea to be further developed.67

The suggestion of Thomas Edison that invention is 1 percent inspira-
tion and 99 percent perspiration was evidently not true of Renaissance 
Europe. It was rather the other way around. Few ideas and drawings 
were ever translated into prototypes. Indeed, the Renaissance is best 
described as an age of novel technical ideas and plenty of imagination, 
but little realization. As Joel Mokyr points out, “If inventions were dated 
according to the first time they occurred to anyone, rather than the first 
time they were actually constructed, this period may indeed be regarded 
just as creative as the Industrial Revolution. But the paddlewheel boats, 
calculating machines, parachutes, fountain pens, steam-operated wheels, 
power looms, and ball bearings envisaged in this age—interesting as 
they are to the historian of ideas—had no economic impact because 
they could not be made practical.”68

The best that can be said about Renaissance technology in eco-
nomic terms is that it paved the way for one of humanity’s most impor
tant technological breakthroughs to date: the steam engine. The science 
of the steam engine started with Galileo and his secretary Evangelista 
Torricelli, who developed the first barometer. In 1648, Torricelli discov-
ered that the atmosphere has weight. A number of subsequent experi-
ments by Otto von Guericke in 1655 showed that the weight of air can 
be used to do work: von Guericke found that if air is pumped out of a 
cylinder, this pushes the piston down into it, allowing it to lift a load of 
weights. Denis Papin discovered that filling a cylinder with steam and 
then condensing it could achieve the same effect, and he built the first, 
albeit very simple, steam engine in 1675. This series of discoveries 
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eventually culminated in Thomas Newcomen’s steam engine, whose 
design built on the insight that the atmosphere has weight. No single 
discovery of the Renaissance would be more important to later indus-
trial development, but it was by no means the only scientific achieve-
ment with applications in industry.69

From the viewpoint of the history of machines, Galileo’s theory of 
mechanics was another landmark achievement. During antiquity, Ar-
chimedes had made some progress in describing the principles of the 
lever, but he had not considered more complex machines in motion. 
Galileo’s theory of mechanics, in contrast, showed that all machines—
systems of pulleys, gears, and so on—have the common function of 
applying force as efficiently as possible. Before Galileo, each machine 
had a unique description, as the general laws governing all machines had 
not yet been recognized. The significance of this shift is pointed out by 
Franz Reuleaux, the father of kinematics, who suggests that “in earlier 
times men considered every machine as a separate whole, consisting of 
parts peculiar to it; they missed entirely, or saw but seldom, the separate 
groups of parts we call mechanisms. A mill was a mill, a stamp a stamp 
and nothing else, and thus we find the older books describing each ma-
chine separately, from the beginning to the end.”70 What’s more, before 
the theory of mechanics, machines could be evaluated only qualita-
tively; after, they could be evaluated quantitatively. What makes Gali-
leo’s theory of mechanics particularly interesting from an economic 
point of view is that it aims at efficiency. The function of a machine is to 
deploy and use the powers that nature makes available—such as water, 
wind, and animal power—to do a certain amount of work in the most 
efficient way.71 But at the time, this intuition was rarely put into practice. 
The frequent confusion between mechanics and magic suggests that the 
principle of using the powers of nature to perform mundane tasks was 
typically not well understood. Machines were widely regarded as de-
vices for cheating nature and the machine maker as a person with the 
power of the magician. The legend of the mechanic magician would last 
for a long time—for example, it was perpetuated in the character of the 
inventor Spallanzani in Jacques Offenbach’s opera The Tales of 
Hoffman.72
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In terms of productivity-enhancing technological improvements, the 
Renaissance was largely a continuation of the Middle Ages in that most 
technologies seemingly saved more capital than labor. Some progress 
was made in mining, including the introduction of underground rail 
transport and a variety of pumping devices.73 Mining was probably the 
industry that benefited the most directly from scientists and science. 
Galileo as well as Isaac Newton were concerned with many mining en-
gineering problems, ranging from air circulation to the raising of coal, 
but their insights did nothing to reduce the number of workers required 
in the mines. All the same, agriculture still constituted the largest sector 
of the economy, and improvements in farming techniques had the larg-
est impact on aggregate productivity. The most important agricultural 
invention was the new husbandry—including the introduction of stalls 
for feeding cattle, new crops, and the elimination of fallowing—which 
allowed farmers to maintain more cattle and produce animal products 
in larger quantities. But few inventions served to reduce the number of 
workers in farming. The new iron plows, for example, reduced the num-
ber of animals required for plowing, and thus probably saved more capi-
tal than labor. Other agricultural inventions, such as the modern seed 
drill—whose invention is commonly attributed to Jethro Tull around 
1700—similarly saved more capital by improving the use of farmland in 
terms of ensuring a more even distribution of seeds.74

When worker-replacing technologies emerged, as they did in the tex-
tile industry, they were typically subject to opposition and were frequently 
blocked by political authorities. The gig mill, for example, which is 
estimated to have allowed one man and two boys to do the work of 
eighteen men and six boys, was prohibited in Britain by a statute of 1551, 
although almost a century later, King Charles I issued another procla-
mation against them, which suggests that some of the mills were still in 
use and that penalties for employing them were being avoided.75 The 
landmark labor-replacing invention of the time—the stocking-frame 
knitting machine, invented by the clergyman William Lee in 1589—
faced considerable opposition, too. Queen Elizabeth I refused to grant 
Lee a patent, claiming: “Thou aimest high, Master Lee. Consider thou 
what the invention could do to my poor subjects. It would assuredly 
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bring to them ruin by depriving them of employment, thus making 
them beggars.”76 The queen’s decision reflected the hosiers’ guild’s op-
position to the new technology: the hosiers feared that their skills would 
be rendered redundant. The guild’s opposition to Lee’s invention was 
so intense that he had to leave the country.

There is no shortage of examples of resistance to worker-replacing 
technologies. Beyond the textile industry, the Privy Council com-
manded the abandonment of a needle-making machine in 1623 and or-
dered the destruction of any needles made with it. Similarly, nine years 
later, Charles I banned the casting of buckets, suggesting that it might 
ruin the livelihoods of the craftsmen that were still making buckets the 
traditional way.77 Elsewhere in Europe opposition was just as fierce. 
Many cities across Europe issued edicts against automatic looms during 
the seventeenth century, and the city of Leiden experienced riots in 
1620 because of their use.78 In Germany, automatic looms were prohib-
ited entirely between 1685 and 1726. And as is well known, in 1705, 
Papin’s steam digester was smashed by angry Fulda boatmen:

At that time, river traffic on the Fulda and Weser was the monopoly 
of a guild of boatmen. Papin must have sensed that there might be 
trouble. His friend and mentor, the famous German physicist Gott-
fried Leibniz, wrote to the Elector of Kassel, the head of state, peti-
tioning that Papin should be allowed to “pass unmolested” through 
Kassel. Yet Leibniz’s petition was rebuffed and he received the curt 
answer that “the Electoral Councillors have found serious obstacles 
in the way of granting the above petition, and, without giving their 
reasons, have directed me to inform you of their decision, and that in 
consequence the request is not granted by his Electoral Highness.” 
Undeterred, Papin decided to make the journey anyway. When his 
steamer arrived at Münden, the boatmen’s guild first tried to get a 
local judge to impound the ship, but was unsuccessful. The boatmen 
then set upon Papin’s boat and smashed it and the steam engine to 
pieces. Papin died a pauper and was buried in an unmarked grave.79

Craft guilds, like that of the boatmen of Fulda, controlled apprentice-
ship and production across cities and townships in preindustrial 
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Europe. In London in the mid-sixteenth century, for example, roughly 
75 percent of workers belonged to a guild.80 According to Sheilagh Ogil-
vie, an economic historian, “During the eight centuries before European 
industrialization, guilds were central institutions setting the rules of the 
game for economic activity.”81 And they blocked the introduction of 
replacing technologies, sometimes legally and sometimes violently, to 
safeguard their skills and self-interest. Indeed, while economic histori-
ans disagree about the attitudes of the guilds toward new technologies, 
there is an emerging consensus that their attitudes depended on how the 
technologies affected their skills. Guilds did not seek to slow down the 
march of technology in general, but they did forcefully resist it when it 
threatened their members’ jobs.82 They quietly accepted the new tech-
nologies they benefited from but bitterly fought against those that might 
affect them adversely, though there were instances when opposition 
failed. For example, the economic historian Stephen Epstein has argued 
that technologies that merely saved capital or made workers’ skills more 
valuable were not frowned upon, while replacing technologies were 
more likely to be resisted.83 But in practice, Epstein points out, the reac-
tion of individual guilds was often the outcome of political rather than 
market forces: “There was a fundamental difference in outlook between 
the poorer craftsmen, who had low capital investments and drew their 
main source of livelihood from their skills, and who therefore (fre-
quently in alliance with the journeymen) opposed capital-intensive and 
labor-saving innovations, and the wealthier artisans who looked on such 
changes more favourably.”84

Pathbreaking work by Ogilvie that traces craft guilds and their activi-
ties over the centuries also shows that there were circumstances when 
the political economy of technological change was such that a new tech-
nology was adopted, even if it meant that some craftsmen lost out. At 
times, if a more powerful branch of a guild stood to benefit from the tech-
nology, it was adopted at the expense of the weaker faction. Sometimes 
craft guilds were overruled by powerful merchants. And there were 
cases when the political authorities granted a privilege to an inventor 
for economic gain—either because they would receive a direct payment 
for the benefits conferred or because they expected a share of the 
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profits. But for the most part, guilds vehemently and successfully re-
sisted technologies that they perceived threatened their skills and rents. 
Ogilvie explains:

Guilds blocked horse-driven machines where they took work from 
guild masters, as in Cologne where horse-powered twisting-wheels 
were banned in 1498 because they threatened masters of the linen-
twisters’ guild. The multi-shuttle ribbon frame was successfully 
banned by most guilds in early modern Europe, but spread in the 
Northern Netherlands after 1604 thanks to vigorous support by fac-
tions inside Dutch ribbon-weavers’ guilds. It also spread in London 
after 1616 thanks to its adoption by a minority of politically con-
nected liverymen inside the Weavers’ Company before the hostile 
guild yeomen could mobilize resistance.85

Opposition to innovation is the most salient feature of how guilds 
interacted with disruptive new processes and products. Pre-modern 
people often complained that guilds blocked innovations. Guilds 
themselves openly conducted lobbying campaigns to prevent guild 
members and outsiders from producing things in new ways. Munici-
pal, princely, seigneurial, and imperial governments were constantly 
considering guild petitions against innovations, and often passed 
legislation to deal with the issue.86

In a detailed study of English patents and legal cases in Elizabethan and 
Jacobean times, the legal scholar Chris Dent found that “the legal deci-
sions of the period confirm that the maximization of employment was 
a priority of the elites.”87 Attitudes toward replacing technologies during 
this period much resembled those of classical antiquity in that the 
technologies were opposed by the political elites to avoid social unrest. 
Relative to medieval times, the rise of strong nation–states between the 
fifteenth and the seventeenth centuries also meant that governments 
again had greater influence over technological progress. With the feudal 
order of the Middle Ages, power was split among highly decentralized 
feudal lords, who maintained their own armies. The territory of the 
crown was thus merely a patchwork of scattered and largely indepen
dent domains, with no central administration. Over time, however, 
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growing competition between monarchs required more resources to be 
mobilized for warfare, and more centralized structures to achieve the 
pooling of those resources.88 The military historian Quincy Wright es-
timates that fifteenth-century Europe consisted of some five thousand 
political units, but by the time of the Thirty Years’ War (1618–48), these 
had been consolidated into some five hundred.89 The emergence of in-
fantry armies meant that the landed nobility lost ground as an efficient 
provider of military protection, and feudal oligarchies were replaced by 
centralized monarchies. According to the political scientist Charles 
Tilly, “war made the state and the state made war.”90 Between 1500 and 
1800, Spain was at war with an enemy 81 percent of the time, while Britain 
and France were at war more than 50 percent of the time.91 This, in turn, 
also spurred efforts to innovate. Indeed, as the economic historians Na-
than Rosenberg and L. E. Birdzell Jr. argue, “In the West, the individual 
centers of competing political power had a great deal to gain from intro-
ducing technological changes that promised commercial or industrial 
advantage . . . ​and much to lose from allowing others to introduce them 
first. Once it was clear that one or another of these competing centers 
would always let the genie out of the bottle, the possibility of aligning 
political power with the economic status quo and against technological 
change more or less disappeared from the Western mind.”92

The realization that political power was becoming harder to align 
with technological conservatism is suggested by the fact that govern-
ments began to subsidize engineers, grant patents to inventors, and cre-
ated monopolies for key commercial interests. Famous examples of 
government-driven technological catch-up include Tsar Peter the Great’s 
determination to modernize Russia, leading him to work at a Dutch 
shipyard under the pseudonym Pyotr Mikhailov, to learn about ship-
building. But while governments clearly felt the need to promote tech-
nical progress, they were selective in the technologies they promoted, 
and as we have seen, they did their best to restrict the adoption of re-
placing technologies. Thus, overall, the technologies of the Renaissance 
were levers of Smithian growth rather than engines of Schumpeterian 
growth. Navigation, for example, became critical to the international 
trade that Europeans powers now engaged in. And for this, astronomical 
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instruments and compasses constituted enabling technologies. Indeed, 
the Renaissance period has aptly been described as the “age of instru-
ments” in technological terms. The telescope, barometer, microscope, 
and thermometer were among the prime technical achievements of the 
time, and they were adopted for a variety of purposes. While the tele-
scope was used by Galileo to observe the moons of Jupiter, Prince Mau-
rice of Nassau used it to look at the Spanish armies, while his captains 
employed it to spot enemy warships at sea. Even when trade and warfare 
were not among the intended applications of the inventions, they came 
to serve such purposes.93

The age of instruments came with important spillover effects, as the 
shops of instrument makers became meeting places for scientists, crafts-
men, and amateurs and played a vital role in the dissemination of new 
ideas, facilitating the interaction between science and technology. As 
Cardwell has pointed out, “It is enough to record that by 1700 the foun-
dations of modern technology had been laid. Appropriately, the word 
technology had been coined before the end of the century; and it seems 
likely that the word inventor was beginning to be used in the way in 
which it is understood today.”94 This, however, makes it even harder to 
explain why the Industrial Revolution did not arrive earlier.
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The frontiers of technology in Europe had expanded significantly by the 
eighteenth century. Yet the impact of this expansion on growth and 
prosperity remains controversial. Gregory Clark has gone as far as to 
suggesting that “had consumers in 8000 b.c. had access to more plenti-
ful food, including meat, and more floor space, they could easily have 
enjoyed a lifestyle that English workers in 1800 would have preferred to 
their own.”1

For anyone familiar with Jane Austen’s writings about the eighteenth-
century British upper classes, there can be no doubt that some enjoyed 
living standards far superior to those of hunter-gatherers. In Austen’s 
Sense and Sensibility, first published in 1811, Colonel Brandon refers to a 
rectory that provided an annual income of £300: “This little rectory can 
do no more than make Mr. Ferrars comfortable as a bachelor; it cannot 
enable him to marry.”2 The average farm laborer at the time had an an-
nual income of about a tenth of Mr. Ferrars, which still did not allow him 
to find a wife. To further put Mr. Ferrars’s income in perspective, in the 
same year that Sense and Sensibility appeared, William Spencer Caven-
dish, marquess of Hartington and heir to the fifth duke of Devonshire, 
came of age. The sixth duke’s inheritance included four country houses: 
Chatsworth House and Hardwick Hall in Derbyshire, Bolton Abbey in 
Yorkshire, and Lismore Castle in southern Ireland. He also had three 
London palaces to reside in: Chiswick House, Burlington House, and 
Devonshire House. And his estates were supported by land in Ireland 
and eight English counties, yielding an annual income of £70,000.3 The 
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extreme income disparities suggested by such anecdotal evidence are 
also borne out by the statistics. The top 5  percent of British income 
earners in 1801 captured more than one-third of total household income 
(in real terms), which had even increased slightly by 1867.4 In that year, 
after a visit to the House of Lords, the historian Hippolyte Taine re-
marks that “the principal peers present were pointed out to me and 
named, with details of their enormous fortunes: the largest amount to 
£300,000 a year. The Duke of Bedford has £220,000 a year from land; 
the Duke of Richmond has 300,000 acres in a single holding. The Mar-
quess of Westminster, landlord of a whole London quarter, will have an 
income of £1,000,000 a year when the present long leases run out.”5

How did such inequalities come about? The first thing to note is that 
the incomes of wealthy noblemen, such as the Duke of Devonshire and 
the Marquess of Westminster, came from capital rather than labor. Capital 
was the predominant force behind the income disparities in Jane Aus-
ten’s Britain. According to estimates by the economic historian Peter 
Lindert, the top 10 percent of the population had more than 80 percent 
of Britain’s wealth in 1810.6 Most of this wealth came from land. National 
wealth was roughly seven times the value of the national income, and 
agricultural land constituted about half of national wealth.7 In other 
words, the fortunes of the landowning classes would not have been pos
sible without one important technology: agriculture. Without it, the 
landed classes in eighteenth-century Britain would never have appeared. 
The fact that the gifts of the Neolithic revolution still shaped society in 
the eighteenth century, some ten thousand years later, suggests that de-
spite millennia of technological change, economic life had not yet been 
fundamentally altered. Most people still worked on farms in the domes-
tic system, which indicates that there had been little labor-replacing 
technical progress. Although there was an emerging middle class, social 
status and wealth was still derived from the land.
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The Idiocy of Rural Life

For most of human history, there was no wealth and no inequality. The 
age of inequality began with the Neolithic revolution. The following 
period constituted only a brief episode of human history, relative to the 
forager era that preceded it. As noted, in the absence of any technol-
ogy for storing meat, instant consumption was inevitable, and no sig-
nificant food surplus was attainable. It was only after the invention of 
agriculture that food could be stored, land could be owned, and indi-
viduals could accumulate a surplus of significance—which in turn intro-
duced the concept of property rights and a political structure to uphold 
those rights. Of course, prehistory does not provide any records of how 
the first political structures came about, but the rise of the feudal system 
in medieval Europe clearly constituted an exchange of peasant labor for 
knightly protection. The early beginnings of political authority are likely 
to have followed a similar pattern. The provision of a political structure 
provided some stability, but it came at the price of inequality.8 Skeletons 
from Greek tombs at Mycenae of around 1500 b.c. show that royal skele
tons were two or three inches taller and had substantially better teeth 
than those of commoners, suggesting that royals fared better in terms of 
nutrition. Further evidence is provided by Chilean mummies from 
around a.d. 1000, showing that the elite exhibited substantially lower 
rates of bone lesions caused by disease, in addition to other distinguish-
ing features of wealth such as ornaments and gold hair clips.9 The notion 
that political inequality stems from the invention of agriculture, as the 
philosopher Jean-Jacques Rousseau suggested, thus seems to hold.10

Of course, the price of inequality might be low if the commoner also 
benefited from the arrival of agriculture. One of the great questions in 
archaeology therefore concerns the impact of agriculture on the pros-
perity of ordinary people. Although data on living standards in pre
industrial times remain sparse, food consumption clearly constitutes one 
important dimension. Building on the intuition that while an individual’s 
height depends on genes, the heights of populations reflect patterns of 
food consumption, archaeologists often rely on heights to measure food 
intake.11 Especially in societies where people are sufficiently poor for the 
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demand for food to rise rapidly with their income, heights constitute a 
reasonable proxy for food consumption. Beyond height, anthropolo-
gists have looked at various indicators of well-being (including skeletal 
and dental features), which sometimes provide a somewhat different 
picture. Yet on balance, the available evidence suggests that the post-
Neolithic rise in inequality was accompanied by a fall in average standards 
of living. 

While it was long believed that the invention of agriculture dramati-
cally improved the life of the commoner—relieving humanity of the bur-
den of constant movement in the search for food—the body of data that 
has emerged since the 1960s shows that romantic views of the agricultural 
lifestyle are incorrect. Studies of societies that have shifted from foraging 
to agriculture for subsistence typically have found this transition to be 
associated with shorter people, deteriorating health, and an increase in 
nutritional deficiencies. For example, the anthropologists George Armel-
agos and Mark Cohen document declining health in nineteen out of 
twenty-one societies that underwent transformation to agriculture.12 Re-
viewing the available evidence, Clark Spencer Larsen, another anthro-
pologist, similarly concluded that the adoption of agriculture was accom-
panied by an overall decline in general health, as suggested by various 
skeletal and dental pathological conditions.13 Although a number of stud-
ies have emerged since, Armelagos and coauthors recently revisited the 
question and found that the adoption of agriculture has been associated 
with a decrease in adult height and a reduction in general health. They 
further observe that the decreasing stature in populations holds across 
continents and the periods during which agriculture was adopted.14 
These findings are also consistent with evidence suggesting that hunter-
gatherers had a much more diverse diet, and that the narrowing of the 
types of food consumed that is associated with agriculture led to grow-
ing deficiencies in some essential nutrients.15

The fact that living conditions deteriorated with the arrival of agri-
culture has left many economists, anthropologists, and archaeologists 
puzzled as to why hunter-gatherers would have voluntarily exchanged 
their lives for what the Communist Manifesto called the “idiocy of rural 
life.”16 One possibility, of course, is that the adoption of agriculture was 
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the result of population pressures and the increasing difficulty of forag-
ing for food as population densities among hunter-gatherers gradually 
increased toward the end of the Ice Age.17 For example, the ecologist 
Jared Diamond has suggested that “forced to choose between limiting 
population or trying to increase food production, we chose the latter 
and ended up with starvation, warfare, and tyranny.”18 But causality 
might equally have run in the opposite direction. Another theory is 
that higher productivity simply resulted in larger populations with no 
per capita income gains. Agriculture was adopted because it was a better 
technology, which initially generated higher incomes for the bulk of the 
population. Nevertheless, with the arrival of agriculture, the cost of hav-
ing more children fell as mothers no longer had to carry their babies in 
search for food. And because higher incomes could feed more people, 
population growth surged, offsetting any income gains in per capita 
terms. Of course, there is no way of knowing in which direction causal-
ity ran. Most likely both explanations have some merit. What is clear is 
that populations surged with the adoption of agriculture. Population 
densities of hunter-gatherers were rarely over one person per square mile 
and often substantially lower, while farmers averaged forty to sixty times 
that density.19

The Population Curse

The idea that better technology results only in larger populations is an 
appealing one because it also helps explain why growth was stagnant for 
most of human history. Like the adoption of agriculture, the spread of 
every new productivity-enhancing invention helped only grow the 
population. The intellectual foundation for this intuition is the Malthu-
sian model, put forward by Thomas Robert Malthus in 1798. This model 
describes an organic society in which the laws that govern human eco-
nomic activities are the same as those that govern all animal societies. The 
sizes of both animal and human populations depend on the avail-
able resources for consumption. Over the long run, according to the 
Malthusian model, people’s incomes—and thus their resources for 
consumption—are determined by fertility and mortality alone. So the 
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higher the fertility rate and the more people there are, the smaller share 
of these resources each individual has access to. Conversely, if the mor-
tality rate increases for a reason such as disease or drought, those who 
are left will enjoy a larger proportion of the resources. Thus, even though 
the technological advances that took place in preindustrial times were 
cumulatively significant, slow technology adoption meant that no per-
manent income gains could be achieved. Because population adjust-
ments take time, advances in technology had the potential of leading to 
higher incomes in the short run. But over the long run, growing in-
comes led to a reduction in death rates, and when birth rates started to 
exceed death rates, populations began to grow. In the end, the only ef-
fect achieved by moving toward a higher plateau of technology was a 
larger population, which eventually stopped growing when income 
returned to subsistence levels.20

Many historians have remarked that Malthus put forward his thesis 
just as the idea became irrelevant—at the onset of the Industrial Revo-
lution, when England finally broke the iron law of wages and escaped 
the Malthusian trap.21 Some economists and historians still believe that 
the preindustrial world was caught in a vicious cycle in which demo-
graphic negative feedbacks prevented per capita incomes from grow-
ing.22 There is probably some truth to this belief, but to suggest that the 
Malthusian model applied to all preindustrial societies would be a 
stretch. First, empirical studies have shown that fluctuations in fertility 
and mortality in preindustrial societies were not primarily driven by 
variation in wages, at least from the sixteenth century onward.23 Second, 
some places had already achieved sustained income growth prior to the 
Industrial Revolution.24 While data on wages before the late Middle 
Ages remain scant, the Roman Emperor Diocletian issued an edict on 
maximum prices in a.d. 301, which included information on Roman 
wages. On the basis of Diocletian’s wage schedules, the economic his-
torian Robert Allen has estimated that a typical unskilled Roman 
worker earned just about enough to purchase a minimal subsistence 
basket, and that the workers’ real wages were similar to those of their 
counterparts in eighteenth-century south-central Europe and Asia.25 
Yet by 1500, Britain and the Dutch Republic had already started to 
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experience a small divergence from the rest of Western Europe and the 
world, and by 1775, the wages of laborers in London and Amsterdam 
had pulled ahead of those of their peers elsewhere (figure 3).

The latest revisions to Angus Maddison’s heroic gross domestic prod-
uct (GDP) estimates point in a similar direction: per capita incomes 
were largely stagnant in most economies prior to 1500 but increased in 
Britain and the Dutch Republic thereafter.26 In the seventeenth-century 
Ottoman Empire, per capita incomes (Int$700 in 1990 prices) were no 
higher than those in Byzantium and Egypt during the first century a.d., 
which at the time were slightly higher than in Britain, the Netherlands, 
and Spain (Int$600 in 1990 prices). Between the first and the eighteenth 
centuries, average incomes in Spain barely increased, stabilizing 
at  roughly the same level as per capita incomes in Britain and the 
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Netherlands by the thirteenth century (around Int$900 in 1990 prices). 
But following the bubonic plague (the so-called Black Death) of 1348, 
which carried away 30–50 percent of Europe’s population and caused a 
long period of population decline, average incomes in Britain and the 
Netherlands started to grow more rapidly.27 However, such growth 
should not be overstated, as growing per capita incomes were largely 
the result of a shrinking population. As population growth rebounded 
in Britain, per capita incomes fell slightly in the period 1400–1500. Yet 
from 1500 onward, per capita incomes in Britain and the Dutch Repub-
lic almost doubled, reaching Int$2,200 and Int$2,609 (in 1990 prices) 
by 1800, respectively. Meanwhile, the rest of Europe—including Bel-
gium, Germany, Portugal, Spain, and Sweden—witnessed no meaning-
ful growth. Of course, there is no way of ascertaining that these estimates 
are correct, but wage data and GDP estimates alike suggest that the 
economies of Europe followed different trajectories in 1500–1800.

The Age of Discovery

Growing incomes after 1500 had little to do with replacing technology, 
however. If the Malthusian model provides a reasonable approximation 
of economic life before 1500, the next two centuries in Britain and the 
Dutch Republic are better characterized by the intuitions of Adam 
Smith. The great geographical discoveries—following the explorations 
of da Gama, Columbus, Magellan, and others—constituted the begin-
nings of an era of sustained Smithian growth. Trade emerged across 
continents, and new goods were discovered and consumed that had 
previously been unknown: colonial goods like sugar, spices, tea, to-
bacco, and rice—to name a few—were shipped distances that mankind 
had once not known existed. Though empirical evidence on the rise of 
international trade is sparse, data for the period 1622–1700 shows that 
British imports and exports doubled. The growing importance of trade 
is similarly suggested by the rapid expansion of shipping. Between 1470 
and the early nineteenth century, the merchant fleet of Western Europe 
grew sevenfold.28 As many of the colonial goods and other imports be-
came attainable for a growing share of the population, people started to 
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drink more tea, often sweetened with sugar; bought more luxurious 
clothing; and discovered new spices for their meals. The Industrial 
Revolution was thus preceded by a consumer revolution that created 
new desires and incentivized people to work harder to acquire the many 
newly available colonial goods.29

On the supply side, the surge in trade promoted industrial develop-
ment. Many of the first factory builders in Britain were merchants taking 
advantage of the expansion of trade.30 While the traditional crafts of the 
Middle Ages were largely practiced to make products for local markets, 
a growing entrepreneurial merchant class facilitated the emergence of 
rural industries to make items for export to other regions and foreign 
countries—a process for which the economic historian Franklin Men-
dels has coined the term “proto-industrialization.”31 The prominence of 
these industries is evident from statistical information. Following Greg-
ory King’s famous 1688 publication on the state and condition of 
England, historians long debated why Britain’s trading economy was not 
reflected in the labor market statistics. According to King’s estimates, 
only approximately 8 percent of the workforce were merchants or arti-
sans. However, revisions of these estimates by Peter Lindert and Jeffrey 
Williamson, two economic historians, show that these numbers were in 
fact substantially higher: the number of traders, shopkeepers, and arti-
sans amounted to 384,000, constituting roughly 28 percent of the labor 
force. Even though agriculture was still the predominant activity, Britain 
was dynamic for a preindustrial economy.32

While the age of discovery was not a time of economic wonders, most 
available evidence suggests that the British economy was growing. Ac-
cording to Maddison’s estimates, growth rates in Britain between 1500 
and 1800 averaged 0.22 percent per year.33 Although estimates of pre
industrial growth in 1990 prices inevitably rely on broad assumptions, 
different approaches relying on other data sources have yielded similar 
growth rates.34 Skeptics may not be convinced by the assumptions 
underlying these estimates either, but it is telling that by the eighteenth 
century contemporary writers had no doubt that Britain was a relatively 
wealthy country. Daniel Defoe—best known for his novel Robinson 
Crusoe—wrote extensive accounts of his travels across preindustrial 
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Britain. In A Tour through the Whole Island of Great Britain, published in 
1724, he observes that “labor is dear, wages high, no man works for bread 
and water now; our laborers do not work in the road, and drink in the 
brook; so that as rich as we are, it would exhaust the whole nation to 
build the edifices, the causeways, the aqueducts, lines, castles, fortifica-
tions, and other public works, which the Romans built with very little 
expense.”35 And he was not the only eighteenth-century observer left im-
pressed by the wealth of Britain. Smith’s descriptions of North America 
suggest that “labour is there so well rewarded, that a numerous family 
of children, instead of being a burden, is a source of opulence and pros-
perity to the parents [even though] North America is not yet so rich as 
England.” The fact that the eighteenth-century Englishman was richer 
than people in previous generations is similarly suggested by Smith’s 
assertion that “the annual produce of the land and labour of England . . . ​
is certainly much greater than it was a little more than a century ago, at 
the restoration of Charles II[, and] was certainly much greater at the 
Restoration than we can suppose it to have been about a hundred years 
before, at the accession of Elizabeth.”36

It is thus evident that although the picture painted of Britain in Jane 
Austen’s writings mirrored economic reality in the sense that the wealth 
of the landed classes dwarfed industrial capital, economic life was 
changing.37 Over the course of the eighteenth century, the share of land 
in total wealth had fallen significantly, and a wide range of new occupa-
tions had appeared, typically associated with the emergence of a new 
commercial and manufacturing class—referred to by Defoe as “the 
middle sort of mankind, grown wealthy by trade.”38 The economic 
structure of Britain was in many ways still a legacy of the Neolithic revo-
lution, but the parallel rise of international trade meant that a growing 
share of the population benefited from growth. Moreover, because the 
commercial bourgeoisie for the first time had a higher fertility rate than 
the poor, the middle classes expanded rapidly, and any social mobil-
ity tended to be downward rather than upward.39 This expansion 
was key to subsequent economic development. Middle-class families 
worked in occupations that required them to acquire skills rather than 
spend all of their time on costly leisure activities, while landed families 
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could rely on income from capital to cultivate their refined taste for 
leisure and literature. This difference in mentality and ability is well cap-
tured by Smith, who suggests that “a merchant is accustomed to employ 
his money chiefly in profitable projects; whereas a mere country gentle-
man is accustomed to employ it chiefly in expense.”40 Because the in-
vestments parents make in their children’s education and upbringing 
hinges upon the work they are expected to do, the bourgeoisie’s work 
ethic was typically effectively transmitted to the next generation along 
with the “spirit of capitalism.”41

The “bourgeois virtues,” as the economic historian Deirdre Mc-
Closkey has called them, consisted of thrift, honesty, and diligence.42 
These virtues allowed them to accomplish the unprecedented. In The 
Communist Manifesto, even Karl Marx and Friedrich Engels alluded to 
the distinctiveness of this class, pointing out that the bourgeoisie “has 
been the first to show what man’s activity can bring about. It has ac-
complished wonders far surpassing the Egyptian pyramids, Roman aque-
ducts, and Gothic cathedrals.”43 Indeed, the leading figures of the Indus-
trial Revolution typically came from families that were already in some 
way involved in commercial and industrial activities. The historian Fran-
çois Crouzet’s seminal compilation of information about 226 founders 
of large industrial undertakings whose fathers’ occupations were known 
shows that some came from gentry and working-class backgrounds. Yet 
over 70 percent were born into middle-class families, of which a sub-
stantial share had made their fortunes in trade and commerce.44 The 
intuition of Marx—that modern capitalism began during the Renais
sance with the discovery of the New World—thus holds true.

However, the dynamism of preindustrial Britain should not be over-
stated. Though the agricultural share of employment had already fallen 
by 1700, as the emergence of small-scale industries led to an unprece
dented expansion of Britain’s trading economy, the distinction between 
agriculture and manufacturing before the Industrial Revolution was not 
clear-cut in practice. The rural industries that emerged were typically an 
off-season activity. Many of the workers living in the hinterland were 
both farmers and manufacturers. During the winter months, when ag-
ricultural work was not as plentiful, they engaged in spinning and 
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weaving. Defoe characterizes the manufacturer as someone who had 
one horse to bring food and wool to the spinner and another to trans-
port the clothing to market, while cows grazed on the land around his 
home.45 While agriculture was not his main occupation, part of his liv-
ing was derived from the land, which ensured his independence. In this 
so-called domestic system, there was no sharp distinction between the 
household, farm, and firm. Only around 30 percent of workers in early 
eighteenth-century Britain earned wages at some point. The vast major-
ity remained self-employed, meaning that rural industries mainly con-
sisted of small workshops, and even waged workers predominantly 
worked in their own homes. The prevalence of the “domestic system” 
meant that manufacturing—for the most part—remained “an industry 
without industrialists,” in Crouzet’s words.46
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Why Mechanization Failed

Why was Schumpeterian growth largely absent for so long? No single 
theory can explain why technological creativity failed to achieve higher 
standards of living for the commoner over thousands of years. The Mal-
thusian trap is part of the explanation: productivity gains translated into 
larger populations and thus constrained income growth in per capita 
terms. But the world was not all Malthusian: from 1500 onward, stan-
dards of living did improve, and the age of discovery created sustained 
improvements in living standards for most people in Britain and the 
Dutch Republic. This would not have been possible without break-
throughs in technology. The rise of international trade was enabled by 
advances in shipbuilding and navigation, such as the three-master ship 
and the mariner’s compass. Yet these technological advances did little 
to foster Schumpeterian growth—instead, they were levers of Smithian 
growth. Economic growth in the preindustrial world was thus not only 
quantitatively slower but also qualitatively different from what we re-
gard as modern economic growth.1 Growth in our own age relies heavily 
on technology adoption, creative destruction in employment, and new 
skills and knowledge that allow further innovations to emerge. Al-
though the preindustrial world clearly did experience some of this kind 
of growth, it played only a secondary role in shaping the divergent eco-
nomic trajectories in Europe. The real puzzle, therefore, is why techno-
logical creativity (which clearly flourished from time to time) did little 
to fundamentally alter economic life. Of course, the simple answer is 
that technological creativity is a prerequisite for growth, but not a 
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sufficient condition. Technical ideas need to be translated into reliable 
blueprints and prototypes, which in turn need to find an application in 
production, to have any impact on productivity and prosperity. The pre
industrial era did not suffer from a shortage of imagination, it suffered 
from a shortage of realization. Leonardo da Vinci—the paradigmatic 
inventor of the preindustrial world—made drawings of hundreds of 
inventions, but he made hardly any effort to turn them into functioning 
prototypes. And numerous inventions that were turned into prototypes, 
such as Cornelis Drebbel’s submarine, were not developed further. Even 
when applications were found, inventions often served political rather 
than economic purposes. Rulers of the Roman Empire, for example, 
directed technological efforts toward building grand structures to in-
crease their popularity.

To be sure, for most of human history, technological advances did 
not take place within research and development departments focusing 
on finding a technical solution to a particular engineering problem. 
Technological development was organized very differently from how it 
is structured today, if it was organized at all. The importance of close 
collaboration between scientists and engineers for directing an idea 
toward the right application almost goes without saying today. But 
such collaboration was very rare in preindustrial times. The scientific 
revolution—which began with Galileo—assuredly facilitated more 
such interaction and later technological developments. In particular, the 
discovery of atmospheric pressure was essential for the development of 
the steam engine that eventually replaced water power as the engine 
of the Industrial Revolution. Yet other technologies of the Industrial 
Revolution could have been invented and put into widespread use with-
out advances in science. So why were they not?

Broadly speaking, there are two strands of explanations. While some 
scholars have emphasized constraints on the supply of technology, 
others have pointed at limited demand. Joseph Schumpeter believed 
that for a given technology to be adopted, some kind of need must 
exist.2 This was also the view of Thomas Malthus, who reckoned that 
“necessity has been with great truth called the mother of invention. 
Some of the noblest exertions of the human mind have been set in 
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motion by the necessity of satisfying the wants of the body.”3 A number 
of examples of technological developments since the Industrial Revolu-
tion that conform to this view spring to mind, including the Manhattan 
Project, set up by the U.S. government to develop an atomic bomb be-
fore Nazi Germany could do so; the steam engine developed by Thomas 
Savery to pump water out of British coal mines; and the interchangeable 
parts pioneered by Eli Whitney to “substitute correct and effective op-
erations of machinery for the skill of the artist which is acquired only 
by long practice and experience; a species of skill which is not possessed 
in this country to any considerable extent.”4

To return to the preindustrial world, most demand-driven explana-
tions of the lack of preindustrial growth tend to emphasize the fact that 
labor-saving technologies, which allow us to produce more with less, 
make economic sense only if capital is relatively cheap compared to labor. 
Possibly that was rarely the case in preindustrial times. In the context of 
classical civilizations, for example, the historian Samuel Lilley has argued 
that slaves were cheaper than machines, which provided few incentives to 
developing and adopt expensive machinery.5 To push this argument 
slightly further, slaves were in many ways the robots of preindustrial times. 
In Hungary, unpaid serfs working on behalf of a feudal lord were called 
robotnik: this gave rise to the modern word “robot,” which first appeared 
in Karel Čapek’s famous play R.U.R. in 1921.6 Slaves were able to perform 
just about any mundane manual task that one can think of, and they were 
certainly capable of performing a much wider set of physical tasks than 
can be accomplished by any robot technology today.

The view that slavery retarded technological development during the 
classical period is nonetheless highly controversial, and to extrapolate 
this intuition from classical times to all preindustrial societies would 
certainly be a stretch. Slavery in the Roman Empire had largely vanished 
by the end of the second century a.d. Yet the end of Roman slavery was 
the beginning of serfdom rather than freedom. Unlike slaves, serfs were 
allowed to retain some of the product of their labor, but like slaves, they 
were subject to many restrictions that ensured a steady supply of labor 
and exerted downward pressure on wages. Though the Black Death 
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of 1348 produced labor shortages that ended serfdom in Britain, the 
government introduced legislation to prevent wages from rising, with 
long-lasting effects. And globally, slavery and serfdom persisted much 
longer. Even in 1772, four years before the American Declaration of In
dependence, estimates by Arthur Young suggest that only 4 percent of 
the world’s population was free.7 The remaining 96 percent were slaves, 
serfs, independent servants, or vassals.

While it is hard to say to what extent slavery might have retarded 
mechanization, the key question is not whether slavery (or serfdom) 
per se hindered the adoption of labor-replacing technology: incentives 
to mechanize hinge not on the freedom of the worker but on the price 
of labor, which remained low in preindustrial societies. The association 
between the abundance of cheap labor and slower mechanization is 
persuasively shown by a recent study, albeit in a modern setting.8 In the 
American South, the long presence of slavery meant that agriculture 
had remained highly labor-intensive. Even though the slaves were 
emancipated during the Civil War, the wages of the black population 
remained low. The Mississippi’s flooding in 1927 was the triggering 
event that put some counties in the American South on different tra-
jectories from others, because many black families left the flooded areas 
in search of work elsewhere. Unable to prevent the loss of black labor, 
planters in flooded areas moved toward greater capital intensity and 
mechanization, relative to the unaffected areas—where cheap labor re-
mained plentiful.

There are thus good reasons to believe that relatively cheap labor in 
preindustrial times created fewer incentives to put worker-replacing 
technologies into widespread use. In fact, Robert Allen has argued that 
the reason why the Industrial Revolution began in Britain is that at its 
onset, it was not economical anywhere else.9 The path to the British In-
dustrial Revolution, Allen suggests, began with the Black Death, which 
caused a long period of population decline and produced labor short-
ages that increased the bargaining power of workers.10 As peasants 
demanded freedom instead of serfdom, wages eventually began to rise, 
even though legislation was put in place to hold the price of labor down. 
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Following Britain’s success in trade during the age of discovery, wages 
began to grow faster. This success came with new challenges: given its 
high labor costs, how would Britain remain competitive in trade? The 
critical factor, Allen argues, was that British industrialists were fortunate 
enough to be sitting on a mountain of coal.11 The early emergence of the 
coal industry was what distinguished Britain from other high-wage 
economies like the Dutch Republic. Facing low energy prices and high 
labor costs, British industry began to adopt machines that would not 
have been cost-effective elsewhere. But while such an explanation may 
seem appealing, newly collected data suggest that British wages did not 
grow as rapidly as previously thought.12 What’s more, even if we assume 
that wages in Britain were relatively high, early labor-saving technolo-
gies, like William Lee’s stocking-frame knitting machine and the gig 
mill, were developed long before the Industrial Revolution but were 
vehemently opposed.

Examples of technological advances emerging from necessity are in 
fact seemingly few before the Industrial Revolution. Indeed, Joel Mokyr’s 
magisterial review of technological developments in the preindustrial 
world suggests that “invention is the mother of necessity,” provides a 
more accurate description of preindustrial inventive efforts.13 Instead of 
technologies being developed in response to some preexisting demand, 
sporadic technological advances created previously unrecognized de-
sires and new demand. Technological progress was often random and 
unpredictable, as was the demand that sometimes emerged from it. For 
example, Gutenberg’s printing press created demand for books, educa-
tion, and literacy—rather than a demand for books leading to the inven-
tion of the press. And other inventions were simply the result of seren-
dipitous discoveries. When hunter-gatherers during the Ice Age first 
noticed residues of limestone and burned sand in their hearths, they 
could not possibly have foreseen how millennia of accidental discover-
ies would lead to the first Roman glass windows.14 Similarly, when Evan-
gelista Torricelli discovered that the atmosphere has weight, he could 
not have predicted the chain of events that would culminate in the in-
vention of the steam engine.
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The view that new technology creates its own demand implies that 
the lack of preindustrial growth was primarily a consequence of obsta-
cles to the supply of technology. In support of a supply-driven explana-
tion, a number of theories have pointed to different factors that are 
likely to have held the supply of technology back in the preindustrial 
era. For example, while it is widely acknowledged that entrepreneurial 
risk taking is critical to technological progress, it is rarely noted that 
innovation was riskier and less rewarding in preindustrial times. Before 
the age of mass production and the arrival of social safety nets, the up-
side of entrepreneurial risk taking was low, and the potential downside 
much greater. The fortunes that could be won by inventors in the nine-
teenth and twentieth centuries were previously unattainable because 
markets for new technology were typically local and thus substantially 
smaller, and entrepreneurial failure could at worst lead to starvation. In 
addition, because technological advances in preindustrial times often re-
mained local, technologies used in one place that might have guided 
future technological advances in another location were often unknown 
there. Such path dependence sometimes put societies on technological 
dead-end trajectories. For example, in large parts of North Africa and the 
Middle East, the invention of the camel saddle (which occurred some-
time between 500 and 100 b.c.) meant that the camel gradually replaced 
wheeled transportation, which reduced the resources available for build-
ing roads and bridges and led to poor infrastructure and lower incentives 
to innovate in other modes of transportation. However, as noted above, 
even though invention was a risky activity and it took time for technical 
knowledge to diffuse, pathbreaking technologies like the printing press 
were still developed and adopted.15

More importantly, although economists often are dismissive of cul-
ture as being an obstacle to economic development, there are good rea-
sons to believe that beliefs long prohibited progress. An influential 
theory, championed by Mokyr, has maintained that the scientific revo-
lution of the seventeenth century prepared the ground for a culture of 
growth.16 There is probably much truth to this. A culture that replaced 
superstition with reason and a scientific attitude, which the sociologist 
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Max Weber deemed critical to technological progress, did not appear 
before the Enlightenment.17 And superstition aside, most preindustrial 
intellectuals saw no virtue in mechanization. They shared the cultural 
attitudes of classical philosophers toward technological development, 
as aptly summarized by Bertrand Russell: “Plato, in common with most 
Greek philosophers, took the view that leisure is essential to wisdom, 
and is therefore not to be found among those who have to work for their 
living.”18 Indeed, in Politics, Aristotle wrote that “no man can practice 
virtue who is living the life of a mechanic or laborer.”19 In other words, 
work—especially the manual sort of work that was required for the con-
struction of machines—was deemed unworthy by many of the greatest 
minds of classical times. Yet while the views of the upper classes in 
eighteenth-century Britain were little different from the nonprogressive 
beliefs of ancient philosophers, the beliefs of the middle or producing 
classes were subject to more profound change, and central to this change 
was the changing nature of religious beliefs. Although the relationship 
between technology and religion has always been a complex and tenuous 
one, it is indisputable that religious beliefs changed in preindustrial Eu
rope, and with them attitudes toward technological progress. The Romans 
and the Greeks regarded nature as the domain of the gods: any manipula-
tion of its forces by means of technology was considered sinful and even 
dangerous. This stands in contrast to medieval Christianity, which histo-
rians have argued paved the way for future technological progress as it 
embraced a more rational God. As Lynn White explains, “Christianity, in 
absolute contrast to ancient paganism and Asian religions . . . ​not only 
established a dualism of man and nature but also insisted that it is God’s 
will that man exploit nature for his proper ends.”20

There is no way to prove causality, but the notion that “if God would 
have wanted man to fly, he would have given him wings,” was clearly 
rebelled against within the Latin Church. The writings of the Franciscan 
friar Roger Bacon in the thirteenth century envisioned the emergence 
of steamships, automobiles, and airplanes; and the monk Eilmer of 
Malmesbury similarly felt no sense of sin when attempting to fly using 
a glider.21 In some ways, the clergy even facilitated technological devel-
opment. The teachings of the Benedictine order, which had enormous 
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impact on medieval life, emphasized that work and production are vir-
tuous and could provide a way to salvation. This is not to suggest that 
Christianity was always favorable to progress. The famous controversy 
surrounding Galileo’s support of heliocentrism, which made him guilty 
of heresy and led to his imprisonment, suggests the contrary. However, 
while there can be no doubt that the oppression of science by the Latin 
Church was an obstacle to some inventive pursuits, early industrializa-
tion had no scientific basis. The steam engine was a latecomer to the 
industrialization process. Science became a pillar of economic progress 
only in the nineteenth century. As Mokyr writes, “Many of the ‘wave of 
gadgets’ that we associate with the classical Industrial Revolution—
steam power being the most notable exception—could have been easily 
made with the knowledge available in 1600. What is beyond question is 
that the relative importance of science to the productive economy kept 
growing throughout the late eighteenth and nineteenth centuries, and 
became indispensable after 1870, with the so-called second Industrial 
Revolution.”22

Another explanation for the time and place of the beginning of the 
Industrial Revolution is that institutions in the preindustrial world did 
more to prohibit innovation than they did to encourage it. Inspired by 
the pioneering work of Douglass C. North, many economic historians 
have argued that it was only after the Glorious Revolution of 1688–89, 
when the English Parliament gained supremacy over the crown, that the 
preconditions for the Industrial Revolution were established.23 Before 
then, rent-seeking monarchs and other so-called economic parasites 
found it easier to extract revenue from others than to take part in pro-
ductive activities, which required hard work. Article 4 of the Declara-
tion of Rights of 1689 changed the rules of the game, as Britons could 
no longer be taxed without their consent. Without the authorization of 
Parliament, levying money for the use of the crown was deemed illegal. 
But while this was surely an important event, explaining the long ab-
sence of any Industrial Revolution is not just a matter of identifying 
variables that might have held back technical progress in general. As 
noted, preindustrial culture and institutions did not hinder all progress. 
Considerable technical progress was achieved before the eighteenth 
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century. The critical difference, it seems, was that governments before 
the Glorious Revolution frequently attempted to block worker-replacing 
technologies, and the key inventions of the Industrial Revolution were 
worker replacing.

Origins of the Industrial Revolution

So how did the necessary institutional change occur that would one day 
facilitate the Industrial Revolution? One compelling argument is that 
the road to industrialization began with the discovery of the New 
World. Daron Acemoglu, Simon Johnson, and James Robinson have 
demonstrated that where political institutions placed significant checks 
and balances on the monarchy, the growth of Atlantic trade strength-
ened merchant groups by constraining the power of the crown and 
helped them obtain institutional reform that favored industrial and tech-
nological progress.24 Consequently, more rapid economic growth took 
place in economies with relatively nonabsolutist institutions—like 
those of Britain and the Dutch Republic—where commercial groups 
outside the royal circle were the key beneficiaries from trade. In Britain, 
for example, Parliament successfully prevented several attempts of both 
Tudor and Stuart monarchs to create royal monopolies, and conse-
quently trade was typically carried out by merchants, either individually 
or in commercial partnerships. This stands in contrast to most of Eu
rope, where royal trading monopolies prevailed. In the Portuguese case, 
trade with Africa and Asia was restricted to the royal trading house Casa 
da Índia. Casa de Contratación in Seville served the equivalent function 
for the Spanish empire, where colonial trade was a monopoly of the 
crown of Castille. And in France, the political influence of merchants 
diminished, if anything.25 Though early Atlantic trade enriched some 
commercial groups outside the royal circle—especially the Protestant 
Huguenots—the siege of La Rochelle meant that the Protestant church 
was eventually banned by Louis XIV, leading most Huguenots to leave 
France.26 In countries whose parliament failed to provide checks on 
the power of the executive, trade remained firmly under the control 
of the crown.
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The power struggle between parliaments and the crown was at the 
heart of many of the major sociopolitical conflicts, including the Dutch 
Revolt of the 1570s, the English Revolution of the 1640s, and the French 
Revolution of 1789.27 The outcome of these conflicts in the North Sea 
countries, and the long absence of them in other parts of Europe, meant 
that the influence of parliaments declined in southern and central Europe, 
while parliaments gained in importance in the Dutch Republic and Brit-
ain. The economic historians Jan Luiten Van Zanden, Eltjo Buringh, and 
Maarten Bosker have found that colonial Europe experienced a sus-
tained period of institutional divergence between 1500 and 1800.28 As 
parliamentary activity in the North Sea countries surged, it declined 
elsewhere in Europe (figure 4). The political clout and activity of the 
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parliament in France increased up until the mid-1500s but then de-
creased as the crown found ways to introduce taxes without approval of 
the Estates General. In Spain, the great discoveries associated with the 
New World (mainly silver and gold) resulted in new sources of income 
for the crown, which reduced the need to raise taxes—for which parlia-
mentary approval was required. Convening Parliament was therefore 
no longer a necessity.

The increase in parliamentary activity in the North Sea countries can 
be explained by a series of events. In the Dutch case, commercial inter-
ests associated with the Atlantic trade led to conflict between Dutch 
merchants and the Habsburg monarchy—which ruled the Netherlands 
before the Dutch Revolt—and culminated in a war of independence in 
the 1570s. Merchants constituted the primary political force on the side 
of independence and naturally became the new ruling class as the Es-
tates of Holland and the Estates-General of the northern Low Countries 
assumed sovereignty and created the Dutch Republic. In Britain, institu-
tional change was shaped by the Civil War of 1642–49, when parliamen-
tarian forces defeated the royalists, which led to the trial and execution 
of Charles I and subsequently the Glorious Revolution of 1688, when a 
coalition of English parliamentarians and Dutch military forces replaced 
James II with a constitutional monarchy led by the Dutch stadtholder 
William of Orange. The victory of Parliament in the Civil War meant 
that the fraction of members of Parliament who were sympathetic to 
industry increased dramatically.29 What’s more, the Glorious Revolu-
tion, which resulted in the Bill of Rights of 1689, restricted the ability of 
the crown to rule the country arbitrarily. The Mutiny Act, for example, 
forbade the crown to form and maintain a standing army without Par-
liamentary assent, which limited the ability of monarchs to overthrow 
Parliament militarily. By shorting the period for which taxes were 
granted, Parliament gained further political clout, as the crown had to 
convene Parliament regularly to cut a new deal. Also, to prevent the 
crown from controlling Parliament from within, new defenses were 
erected against seat and vote buying.30

The result was not only a shift of political power from the crown 
to Parliament, but also a shift of influence in favor of merchant 
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manufacturers. Though merchants were hardly a majority group in Par-
liament, their interests were protected by the formation of the Whig 
coalition, which represented merchants and Protestant landowners.31 
Meanwhile, the landed aristocracy—whose members largely controlled 
the levers of political power before 1832—did not contribute very much 
to innovation and the mechanization of industry, but at least they didn’t 
resist it.32 This was in part because Britain’s history as a trading nation 
had allowed them to diversify their wealth, so that some even stood to 
benefit from industrialization.33 While the Glorious Revolution effec-
tively marked the beginning of its slow decline, the House of Lords still 
looked after landed interests until the early twentieth century. Conse-
quently, the British aristocracy were able to hold onto some of their 
powers and feel less threatened by the shifts in social and economic 
power that were taking place in the rest of society.34

All of this meant that Parliament increasingly acted to safeguard com-
mercial and industrial interests. Contracts were enforced, and property 
rights were regarded above all. As Adam Smith observed in 1776, “secu-
rity which the laws of Great Britain give to every man that he shall enjoy 
the fruits of his own labour is alone sufficient to make any country flour-
ish.”35 Of course, not all institutions favored economic and technologi-
cal development. The poor had limited access to education and could 
not serve on juries. Even with the Reform Acts of 1832 and 1867, most 
ordinary citizens did not have political rights. And the economic logic 
of many Parliamentary decisions was still guided by the flawed doctrine 
of mercantilism: the belief that trade is a zero-sum game. Some acts of 
Parliament prohibited the exportation of machinery and the emigration 
of artisans. Others were passed to protect British commerce and manu-
facturing from foreign competition. But even though Britain was by no 
means a modern democracy and lacked many of the characteristics of 
a laissez-faire economy, it had become a much more diverse, tolerant, 
and industrious society. Writing in 1689, John Locke observed that “tol-
eration has now at last been established by law in our country.”36 People 
enjoyed freedom of expression and choice of occupation and were able 
to engage in just about any scientific and inventive activities they 
wanted, and merchants mixed with the landed classes. During his stay 
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in Britain, Voltaire wrote that “the younger son of a peer will not look 
down upon business. Lord Townsend, a Cabinet Minister, has a brother 
who is content with leading a firm in the City.”37 And based on his trav-
els in the early eighteenth century, Daniel Defoe writes about the En
glish tradesman: “Trade is so far here from being inconsistent with a 
gentleman, that, in short, trade in England makes gentlemen: for, after 
a generation or two, the tradesmen’s children, or at least their grandchil-
dren, come to be as good gentlemen, statesmen, Parliament men, Privy 
Councillors, judges, bishops, and noblemen, as those of the highest 
birth and most ancient families.”38

Such a state of affairs was unheard of outside the North Sea countries. 
Indeed, the relative influence of the merchant class in Britain is most 
evident when observing continental Europe, where—excepting the 
Dutch Republic—industry and commerce was controlled by the crown. 
In France, for example, Jean-Baptiste Colbert, who served as minister 
of finance under Louis XIV, was of the view that industrial development 
required state support, which he deemed critical to bringing the coun-
try back from the brink of bankruptcy. To grow the economy and make 
France self-sufficient in the production of luxury goods, Colbert estab-
lished the Manufacture Royale de Glaces de Miroirs in 1665—among 
other state-run factories—to supplant the importation of Venetian 
glass, which was banned as soon as the French glass manufacturing in-
dustry was on solid footing. Statistical classifications drawn up by the 
inspectors of manufactures, which divided manufacturing industries into 
three categories, show the immense influence of the crown. First, there 
were the state factories funded by the royal treasury: the goods produced 
by these industries were mainly luxury articles enjoyed solely by the 
crown. The famous Manufacture des Gobelins, for example, employed 
legions of artisans who worked only at the crown’s pleasure and embel-
lished Versailles, Saint-Germain, and Marly. Second, the manufactures 
royales represented private enterprise producing for public consumption 
upon formal invitation of the crown in designated districts. And lastly 
there were the manufactures privilégiées, which enjoyed a royal monopoly 
for the production and sale of certain goods. All of these industries knew 
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no competition, there was no mechanization, and manufacturing sur-
vived solely due to the support and patronage of the crown.39

European monarchs did not just fail to encourage industrial devel-
opment, they actively blocked it. Francis I—the last emperor of the 
Holy Roman Empire, and then emperor of Austria-Hungary until 
1835—clearly feared the political consequences of technological pro
gress and did his utmost to keep the economy agrarian. The primary 
concern was that the establishment of factories would replace workers 
in the domestic system and concentrate the poor in cities, where they 
could organize and rebel against the government. To avoid the threat 
from below, Francis I blocked the construction of new factories in Vi-
enna in 1802 and banned the importation and adoption of new machin-
ery until 1811. When plans were put before him for the construction of 
a steam railroad, he responded: “No, no, I will have nothing to do with 
it, lest the revolution might come into the country.”40 Consequently, 
railroad carriages in the Habsburg Empire were long drawn by horses.

Tsar Nicholas I similarly feared that the spread of the mechanized 
factory in Russia could undermine his leadership. To slow down the 
pace of progress, industrial exhibitions were banned. And after a series 
of revolutionary outbursts across Europe in 1848, a new law was enacted 
to limit the number of factories in Moscow, explicitly banning any new 
textile mills and iron foundries.41 As in the Holy Roman Empire, rail-
roads were not considered just a revolutionary technology, but also an 
enabling technology for revolutions. Thus, the only railroad built before 
1842 ran between Saint Petersburg and the imperial residences at Tsar-
skoe Selo and Pavlovsk; information about railroads was even censored 
in Russian newspapers. Worker mobility and the spread of information 
was not in the interest of the ruling classes. And the Russian elites were 
surely right to fear the mechanized factory. The New York Times corre-
spondent in Saint Petersburg in 1895 reported: “The introduction of 
machinery in La Ferme cigarette factory led to a serious riot on Satur-
day. The employees, who believed that the use of machines would throw 
many of them out of work, smashed the machines and hurled the frag-
ments out the windows.”42
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For a long time, as noted in chapter 1, British governments tried to 
block the spread of replacing technologies, too. Even in the seventeenth 
century, Charles I issued a proclamation against the diffusion of gig 
mills. But things changed after the Glorious Revolution. As Acemoglu 
and Robinson write, “In Tudor or Stuart England, Papin [whose steam 
digester was smashed by Fulda boatmen] might have received similar 
hostile treatment, but this all changed after 1688. Indeed, Papin was in-
tending to sail his boat to London before it was destroyed.”43 It is unde-
niably noteworthy that even though examples of British monarchs 
blocking worker-replacing technologies were plentiful before 1688, such 
examples are hard to find thereafter. Part of the reason is that the guilds 
were weakened by Parliament and intensifying competition after the 
Glorious Revolution. Although they were abolished officially in England 
only by the Municipal Corporations Act of 1835, they had begun to lose 
members and power much earlier. As discussed above, the guilds did not 
resist technological progress when it enhanced their members’ skills, 
but they did when it threatened to make their members obsolete. It 
was therefore a prerequisite for the Industrial Revolution, which 
rested upon worker-replacing machines, that the power of the guilds 
be reduced.

This happened naturally as markets became more integrated: the 
influence of the guilds didn’t extend beyond their own cities, so as com-
petition between cities grew, their political power declined. The shear-
ers’ guild, for example, was one of the strongest in the woollen industry 
and had been successful in securing good pay for its members. Through 
petitions and violence, they managed to block the introduction of the 
gig mill in the west of England for decades. But cascading competition 
changed the rules of the game. In Wiltshire and Somerset, where the 
guilds had violently opposed the gig mill for a long time, resistance 
ended as the region began to lose business to Gloucester—where shear-
ers had figured out that they could produce at a lower cost and expand 
their business by using the mills.44 New towns like Birmingham and 
Manchester, which emerged in formerly rural areas, were also free from 
guild regulations and naturally became the engines of the Industrial 
Revolution.45 More broadly, a statistical analysis of 4,212 patents filed in 
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the period 1620–1823 shows that areas in England that became more 
exposed to outside competition invested more in the invention of new 
technologies.46 And crucially, the nature of technological progress 
changed as well. When the economic historian Christine MacLeod ex-
amined 505 patents filed in the period 1663–1750, she found that very 
few technologies were invented to replace workers. Forty-five percent 
of the patents were said to augment workers’ skills. Another 37 percent 
were claimed to save capital. Only 2  percent were said to save labor. 
Between 1750 and 1800, however, the percentage of labor-saving tech-
nologies increased fourfold.47 To be sure, inventors consistently under-
reported any labor-saving motives due to fear of opposition. But the 
upsurge in replacing technologies provides additional evidence of the 
fading power of the English craft guilds.

Contrast this with the experience of China, where the guilds (gongsuo) 
persisted much longer and had almost unrestrained control over their 
crafts.48 They were more powerful than their European counterparts, 
and they used their power to forcefully restrain the introduction of 
worker-replacing technologies on a regular basis. One contemporary 
observer, Daniel J. Macgowan, wrote in 1886:

Native merchants imported from Birmingham a quantity of thin 
sheet-brass for manufacturers of brass utensils at Fatshan, throwing 
out of employment a class of coppersmiths whose business consisted 
in hammering out the sheets heretofore imported in a thick form; 
but the trade struck to a man, would have none of the unclean thing, 
and to prevent a riot among the rowdiest class of the rowdiest city in 
the empire, the offending metal was returned to Hongkong. Further, 
a Chinese from America the other day imported thence some power
ful sewing machines for sewing the felt soles of Chinese shoes to the 
uppers, but the native sons of St. Crispin destroyed the machines, 
preferring to go on as their fathers did, while the enterprising China-
man returned to Hongkong, a poorer and sadder man. Again, some 
years ago a progressive Chinaman set up a steam-power cotton mill, 
only to be made useless by the very simple plan of the growers refus-
ing to send in a pound of cotton. Filatures from France, effecting not 
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only a wonderful saving in time and money but improving the 
quantity and quality of the output of silk, succeeded at Canton for a 
while, and were introduced latterly by Chinese capitalists into the 
silk-rearing districts, only to be destroyed and wrecked by the 
country-folk.49

Fearing social unrest, Chinese authorities sided with the guilds. An 1876 
report to the London Foreign Office highlights this:

During the past year [1875–76] an attempt was made to launch a 
Steam Cotton-Mill Company at this port [Shanghai], for the purpose 
of manufacturing cotton piece-goods from native-grown cotton . . . ​
similar . . . ​to the goods at present made by Chinese . . . ​but with the 
advantages of English machinery and steam-power. . . . ​When the 
enterprise came to be generally known to the Chinese newspapers, 
the attitude of the Cotton Cloth guild became so alarming that the 
native supporters [of the project] drew back. An idea was unfortu-
nately circulated among the natives, and more particularly amongst 
the workers of native hand-made cloth, that the trade would be im-
mediately put an end to if such a scheme were put into operation, 
whereupon the guild passed a resolution to the effect that no clothes 
made by machinery should be permitted to be purchased. . . . ​The 
local officials refused their support or [to] countenance the scheme 
through fear of causing riots amongst the people.50

Such opposition to replacing technologies and the long persistence of 
the gongsuo also help explain delayed industrialization in China. Chi-
nese cities were much farther apart than their English counterparts, 
meaning that there was less competition between them and less threat 
to the power of the gongsuo. Thus, while competition between cities in 
England weakened the guilds in the eighteenth century, the economists 
Klaus Desmet, Avner Greif, and Stephen Parente argue that the lack of 
competition in China meant that industrialization had to wait another 
two hundred years, until China became integrated into the world econ-
omy. At the conclusion of the First Opium War in 1842, the British 
opened five so-called treaty ports for carrying out foreign trade in 
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China. By the closing years of World War I, their numbers had increased 
to almost one hundred. The competition introduced by foreign trade 
made China’s technological backwardness only too apparent, and in the 
early twentieth century many labor-saving technologies from the West 
were imported.51

However, the weakening of the guilds in Britain was not merely be-
cause of competition between cities, which undercut the guilds’ power. It 
was also a political choice, spurred by the rise of the new so-called chim-
ney aristocracy and intensifying competition among nation-states. In 
eighteenth-century England, the polity and judiciary, which had previ-
ously supported the cause of workers and guilds and opposed replacing 
technologies, began to side with the innovators. Parliament ruled on a 
number of occasions against spinners, combers, and shearers who peti-
tioned against cotton-spinning machinery, wool-combing machines, 
and gig mills. As mentioned above, the shift in the British government’s 
stance on mechanization was due in part to the merchant manufacturers’ 
becoming a more politically powerful force. Their fortunes depended 
on the success of the British Empire’s trade, which in turn depended 
on mechanization to remain competitive internationally. And more 
broadly, Britain’s dependence on trade made economic conservativism 
harder to align with the political status quo. The external threat of po
litical replacement due to foreign invasion gradually became greater 
than the threat from below, as competition between nation-states inten-
sified. The ruling elites were well aware that their military strength de-
pended on their economic muscle.

The strong commitment of the government to supporting innovators 
is further underlined by legislation passed in 1769 that made the de-
struction of machinery punishable by death.52 Of course, as we shall see 
in chapter 5, workers still did their best to oppose the introduction of 
labor-saving machinery. The Luddite riots in the period 1811–16 were 
due to the fear of replacing technological change among laborers, as 
Parliament revoked a 1551 law prohibiting the use of gig mills. However, 
the British government took an increasingly stern view of any attempt 
to halt the force of technology and deployed troops against the rioters. 
The sentiment of the government toward people’s smashing of 
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machines was made clear by a resolution passed after the Lancashire 
riots of 1779, which read as follows: “The sole cause of great riots was 
the new machines employed in cotton manufacture; the country not-
withstanding has greatly benefited from their erection [and] destroying 
them in this country would only be the means of transferring them to 
another . . . ​to the detriment of the trade of Britain.”53

Meanwhile, on the other side of the English Channel, matters un-
folded very differently. As Britain was undergoing an Industrial Revolu-
tion, France was at the dawn of a political and social revolution. As 
the economic historian Jeff Horn has noted, the French Revolution 
made the threat from below very real for the French government.54 
Unlike British governments, which deployed massive levels of coercion 
to repress machine breaking, French governments feared that mechani-
zation would exacerbate social upheaval. While English innovators and 
industrialists could count on government support against machine-
breaking craftsmen, the turbulent state of politics on the other side of 
the Channel meant that French entrepreneurs were unable to rely on 
the protection of their government. As is well known, the classic work 
of E.  P. Thompson suggested that political upheaval was inherent in 
Luddism.55 But English machinery rioters were rebellious rather than 
revolutionary. In France, by contrast, the threat of revolution was real. 
The French machinery riots of 1789 had a much greater effect on delay-
ing industrialization than their English counterparts. As Parisian crowds 
stormed the Bastille, angry woollen workers from the town of Darnetal 
broke through the line of royal troops guarding the bridges over the 
Seine. Arriving in the manufacturing suburb of Saint-Sever, they de-
stroyed the machines that had been installed there. A long series of simi-
lar incidents followed, casting a long shadow over the country. At the 
newly established Calonne and Company, thirty machines were 
smashed by infuriated rioters. And in the suburbs of Rouen, more than 
seven hundred spinning jennies were destroyed. Some industrial pio-
neers, like George Garnett, tried to fight back, but the crowds were too 
large. And unlike in Britain, there were no troops to help. French indus-
trialists and inventors could not put much faith in the willingness of the 
government to safeguard their interests, since it also feared that rebelling 
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craftsmen would exacerbate the general state of unrest in the country.56 
Such political uncertainty undermined the willingness to invest in ma-
chines and industrial pursuits, which stifled economic progress in 
France. As Horn explains, “The possibility of a thoroughgoing social 
and economic revolution by the laboring classes ensured that neither 
the French state nor Continental entrepreneurs could safely maximize 
profits or innovate in response to labor militancy, as in Britain. . . . ​
Because machine-breaking in 1789 was an aspect of the emergence of 
revolutionary politics, the supposedly assertive French state proved 
nearly powerless in clamping it down. Throughout the revolutionary 
decade (1789–1799), French industrial entrepreneurs could not rely on 
the state to repress working-class militancy.”57

Conclusion

The slow rate of economic progress before 1750 cannot be explained by 
lack of inventiveness or curiosity. The preindustrial world gave rise to a 
host of important inventions, including the Antikythera mechanism, 
mechanical clock, printing press, telescope, barometer, and submarine. 
Some preindustrial inventions were arguably more sophisticated than 
the “wave of gadgets” that made the Industrial Revolution. The mere 
existence of technologically creative people, however, is evidently not 
a sufficient condition for economic progress. For that, technologies 
must find economic purpose and widespread use. As the economist 
Fritz Machlup has pointed out, “Hard work needs incentives, flashes of 
genius do not.”58 Flashes of genius clearly existed in preindustrial times, 
but incentives to invest in machinery were few.

Before the Industrial Revolution, political power was firmly held by 
the landed classes. The structure of power was shaped by the invention 
of agriculture, which meant that for the first time food could be stored, 
land could be owned, and individuals could accumulate a surplus of 
significance. This, in turn, led to the concept of property rights and a 
political structure to uphold those rights. The exchange of peasant labor 
for knightly protection created an unequal world, where rent seeking 
paid more handsomely than progress. The fear among the ruling classes 
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that labor displacement would cause hardship, social unrest, and at 
worst a challenge to the political status quo meant that worker-replacing 
technologies frequently were resisted or even banned. This dynamic, in 
which the politically powerful had more to lose than they could gain 
from progress, kept the Western world in a technology trap where tech-
nologies that threatened people’s skills were forcefully resisted.

A number of events tipped the balance in favor of innovators. The 
rise of nation-states and growing competition among monarchs meant 
that the cost of restraining technical progress increased significantly. 
Backward nations would soon find themselves overtaken—at the worst, 
conquered—by progressive ones, which made it harder to align economic 
conservatism with the political status quo. The external threat, in other 
words, became greater than the threat from below. The craft guilds, 
which did their utmost to resist replacing technologies, were weakened 
by growing competition between cities. Their weakening made it easier 
for governments to side with entrepreneurs and inventors, to the detri-
ment of the guilds. Desmet, Greif, and Parente write:

With less support from the judiciary and the polity, craft guilds 
started to resort to violent means when new technologies threatened 
jobs. These violent reactions, which took the form of riots, demon-
strations and vandalism, became more frequent at the turn of the 
nineteenth century, culminating in the Luddite riots of 1811 to 1816. 
Rather than being a sign of a strength, these violent reactions were 
the death throes of a weakening guild system. . . . ​This is indeed what 
occurred, and with guilds becoming less effective in blocking the in-
troduction of labor-saving technology, it was only a matter of time 
before England underwent a major industrialization and escaped its 
Malthusian trap.59

It was only after the ruling elites began to side with the innovators that 
British industry could mechanize.



Part II
The Great Divergence

Between 1780 and 1850, in less than three generations, a far-
reaching revolution, without precedent in the history of 
Mankind, changed the face of England. From then on, the world 
was no longer the same. . . . ​[N]o revolution has been as 
dramatically revolutionary as the Industrial Revolution, except 
perhaps the Neolithic Revolution.

—ca r lo m. cipoll a, t h e fon ta na econom ic  
history of eu rope

Without this increased wealth appearing to benefit the bulk 
of the population in proportion to the effort it has supplied for 
its production; the opposition of two classes, of which the one 
increases in numbers and the other in wealth; of which the 
one earns, by increasing labour, only a precarious subsistence wage, 
whilst the other enjoys all the benefits of a refined civilization; 
these conditions are everywhere manifest, and are everywhere 
followed by the same movements of thought and feeling.

—paul m a ntou x, t h e i n dust r i a l r evolu t ion  
i n t h e eight een t h cen t u ry

The rise of the machines caused workers to rebel against technological 
progress. As we shall see, the technologies that made the Industrial Revo-
lution were primarily worker replacing (chapter 4), which explains the 
widespread resistance to them (chapter 5). This time, however, political 
power was firmly with those who stood to gain from mechanization. 
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For the most part, workers lacked political power, so their case was 
hopeless.

Industrialization began with what to the modern eye seem to be a 
few minor inventions that enabled the establishment of the factory sys-
tem and inaugurated an era of sustained industrial expansion that cre-
ated the modern world. The story of the factory is much like that of 
science. Though it would be absurd to attribute modern science to Gali-
leo Galilei, Francis Bacon, or René Descartes, they can justly be seen as 
founding fathers. In a similar fashion, it was only in the age of Richard 
Arkwright, Samuel Crompton, and James Watt that the technological 
foundations of the factory system emerged. Factories existed long be-
fore the Industrial Revolution, but they must be distinguished from the 
modern factory system—whose distinctive feature, as Karl Marx noted, 
was the introduction of machines.1 The inventors of these machines can 
therefore equally be regarded as the inventors of modern industry.

Like the evolution of science, the rise of the factory system was a 
gradual and uneven process. The proposition of the economist Walt 
Rostow, that the Industrial Revolution constituted a “take-off ” into self-
sustained growth has been decisively disproved by subsequent empiri-
cal analyses, which indicates a more gradualist interpretation.2 Not only 
was overall growth slow during the Industrial Revolution, but even in-
dustrial output didn’t experience the kind of sudden surge that would 
suggest a revolution.3 Per capita income growth between 1750 and 1800 
was barely faster than in the early part of the century, but by 1870 per 
capita income in Britain was 82 percent higher than it had been in 1750. 
The corresponding annual growth rate of 0.53 percent was slow by mod-
ern standards. However, it was significantly faster than the growth rates 
achieved by preindustrial economies.

The macroeconomic impact of the Industrial Revolution was not large 
enough to be called an economic revolution, yet there are variables that 
suggest there was a technological revolution after 1750. The average an-
nual number of granted patents more than doubled in the 1760s relative 
to the previous decade and continued to grow rapidly thereafter.4 One 
might surely call into question the economic relevance of some patents, 
but the timing of the patent surge supports the historian T. S. Ashton’s 
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memorable phrase: “About 1760 a wave of gadgets swept over England.”5 
Around that time, many of the defining inventions of the Industrial Rev-
olution emerged, including Arkwright’s water frame and Watt’s separate 
condenser for the steam engine, both of which were patented in 1769.

The absence of an economic revolution is no mystery. The simple 
existence of better technology does not inevitably translate into faster 
economic growth. For that, widespread adoption is required, but the 
Industrial Revolution was initially confined to a small number of sectors 
that collectively constituted a fraction of the overall economy. Thus, in 
its early days, the Industrial Revolution was not an aggregate phenom-
enon. As the economic historian Michael Flinn explains, “The lesson to 
be learnt from the statistics appears to be one of the superimposition 
upon a steadily growing economy of a small group of extremely dy-
namic sectors. Statistically they represented, even by the end of the 
[eighteenth] century, a very small share of the national product, but the 
growth in them was sufficient to double the existing rate of overall growth 
in the economy.”6 The Industrial Revolution began in the textile indus-
try, and that is where workers most keenly felt the force of the mechanized 
factory. This mechanization, as we shall see, set the wheels in motion 
for what economic historians have called the Great Divergence—the 
period after the Industrial Revolution, when the West grew much 
wealthier than the rest of the world. But in the early days of industrial-
ization, a great divergence happened within Britain, too: wages stag-
nated, profits surged, and income inequality skyrocketed.
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The annus mirabilis of 1769, as Donald Cardwell has called it, is often 
seen as the symbolic beginning of the Industrial Revolution.1 As noted, 
it was the year when Richard Arkwright and James Watt patented their 
defining inventions. But the origins of the Industrial Revolution can 
actually be traced much farther back and largely occurred simulta
neously with the evolution of the factory system. Exactly when the fac-
tory system first emerged is uncertain. It was first defined in Andrew 
Ure’s 1835 Philosophy of Manufactures as something designating “the 
combined operations of many orders of workpeople, adult and young, 
in tending with assiduous skill a series of productive machines, continu-
ously impelled by a central power.”2 The first legal definition dates from 
1844, where it shall be taken to mean “all buildings and premises . . . ​
where-in or within the close or curtilage of which steam or any other 
mechanical power shall be used to move or work any machinery.”3 Trac-
ing the beginning of the factory system, in other words, requires tracing 
the application of machines powered by mechanical force in produc-
tion. It was with the rise of worker-replacing machines that modern 
industry arrived at last.

The factory system is best understood in contrast to earlier modes of 
production. By the early eighteenth century, the domestic system was 
still predominant in Britain. The economic historian Paul Mantoux’s 
descriptions of life and work before the ascent of the factory are instruc-
tive in illustrating just how transformative the Industrial Revolution 
was. In the domestic system, the typical artisan lived in a cottage with 

4

The Factory Arrives
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windows that were few and small. There was often only one room, 
which served as both living space and workshop. There was little furniture 
so that there was room, for example, for the loom of the weaver. The 
organization of labor was simple. If the artisan’s family was large enough 
it did everything, with the minor operations divided up. For example, 
the wife and daughters might be at the spinning wheel, the boys carding 
the wool, and the husband working the shutt le. While some artisans 
employed other craftsmen, these workers ate and slept in the same 
house as their artisan master and did not regard him as belonging to a 
different social class. The artisan master controlled production and 
didn’t depend on any financier, since he owned both the raw materials 
and the required tools. Part of his living was derived from the land, with 
industry often no more than an additional occupation. Production had 
barely changed since the Middle Ages.

Output growth in domestic industry was slow but steady. As markets 
became more integrated, the merchant became an indispensable mid-
dleman for some artisans, allowing them to sell their goods across Brit-
ain and abroad. Because the cloth produced by the artisan was typically 
not dressed or dyed, the merchant needed to take part in the process of 
finishing the goods before they could be sold in the market. For this 
purpose, the merchant had to employ workers, and thus he became a 
merchant manufacturer. These workers still lived in the countryside, 
where they were independent contractors, but their livelihoods increas-
ingly came to depend on the merchant manufacturer. If the harvest was 
bad, they might lack the means to replace some of their tools and equip-
ment. Aware of this dilemma, merchant manufacturers began to provide 
the tools for production. The independent contractors who had lived in 
the countryside now became employed and waged and were gathered 
under one roof in the town where the merchant manufacturer resided. 
In other words, people gradually lost ownership of the means of produc-
tion and their autonomy over the pace of work, leading to the creation 
of what Karl Marx would call a working class. The slow but relentless 
divorce between capital and labor that characterizes the process of in-
dustrialization had begun. From the late seventeenth century onward, 
this process of alienation swept across the country, although in an 
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uneven manner. In Yorkshire the independence of the artisan remained 
almost untouched, while in the district of Bradford, wealthy merchants 
controlled industry. But nowhere had the means of production changed. 
There was no mechanization.4

Why did the factory system emerge when it did? As noted above, the 
rise of international trade and growing competition among nation-
states made it harder to align technological conservatism with political 
stability. In Britain, growth in wages meant that mechanization was nec-
essary for the country to remain competitive in trade. Manufacturers 
selling abroad were incentivized to find ways of reducing labor costs due 
to growing market size, and increasing competition fueled political will-
ingness to allow them to mechanize. What’s more, manufacturers had 
the financial means to adopt expensive machines to replace workers, 
which for the most part, was economically and technically feasible only 
in a factory setting. Some equipment required large plants and thus was 
simply too large and complicated to fit into the living rooms of workers’ 
cottages. Steam engines, iron-puddling furnaces, silk-throwing mills, 
and so on all required factories.5 The development of the factory system 
was therefore a process of technological evolution, driven by economic 
and political incentives to mechanize. And while as indicated above its 
arrival is typically dated to the late 1760s, there were earlier factories: by 
1718, the silk factory in Derby employed some three hundred workers 
in a five-story building.

The Rise of Machines

The silk industry began in Britain after a colony of skilled workers left 
France after the revocation of the Edict of Nantes and settled in the 
outskirts of London. In its early days, the British silk industry struggled, 
as smugglers brought cheap imported silk onto the market. The relatively 
high wages in Britain left domestic manufacturers unable to compete. 
Finding ways to reduce labor costs was thus a priority. Serious efforts 
were made to develop silk-throwing machines for this purpose, but they 
were unsuccessful. All the same, rumors spread that such machines al-
ready existed in Italy. In 1716, John Lombe undertook a risky journey to 
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discover the Italian secret. Together with an Italian priest who was the 
confessor of the proprietor of a silk factory, Lombe devised a plan that 
gave him access to the machines, and he secretly managed to make 
drawings of them. These were then sent back to Britain hidden in pieces 
of silk. After his return a year later, John and his brother, Thomas—who 
supplied the necessary capital—set up the first silk factory near Derby. 
The silk-throwing machines were built based on the drawings from Italy, 
and Thomas Lombe made a fortune. Besides the wealth he accumulated 
through this piece of industrial espionage, he received a knighthood for 
his services to Britain. The mechanized silk factories of Derby were 
surely impressive. But even though vast industrial undertakings existed 
in Derby and Stockport, they were too small to have any meaningful im-
pact on aggregate economic activity. The silk factories were “giants in an 
age of pygmies.”6

The Industrial Revolution was heralded by developments in the silk 
industry, but it had its true beginnings in cotton. Only a marginal indus-
try in 1750, the cotton industry rapidly expanded and eventually became 
the largest in Britain, accounting for as much as 8 percent of the gross 
domestic product (GDP) by 1830. The rise of industrial centers like the 
city of Manchester was just one consequence of its expansion, which 
came as British cotton manufactures outcompeted China and India—
the leading cotton producers in the seventeenth century. Even in 1750, 
about eighty-five million pounds of cotton was spun annually in Bengal, 
while British producers churned out a mere three million.7 One reason 
that Britain struggled to compete was that labor in Asia was cheaper. 
But its cost disadvantage was soon to become an advantage, as interna-
tional competition spurred efforts to mechanize production.

Before the age of machines, cotton spinning was a laborious process. 
The whorl and spindle were still used to make fine yarn, while the spinning 
wheel made coarse yarn. At the dawn of the Industrial Revolution, cot-
ton yarn was manufactured in three stages. In the first stage, packages of 
raw cotton were opened and any dirt removed. The cotton was then 
carded—a process in which strands of cotton were aligned into a roving. 
In the final stage, the roving was then spun into yarn. In a factory setting, 
each of these stages were mechanized. The pioneer of the modern 
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cotton industry, and thus the Industrial Revolution, was Arkwright. As 
Mantoux writes, with “Arkwright machine industry ceased to belong 
solely to the realms of technical history and became an economic fact, 
in the widest sense of the word.”8 Though Arkwright was responsible 
for several inventions, his greatest achievement was surely the second 
Cromford mill, which was opened in 1776. In the mill, water-powered 
machines were set up in the sequence of production, which became a 
blueprint for other early cotton factories.9

To be sure, Arkwright did not single-handedly transform cotton. He 
just happened to be the first successful cotton industrialist. Decades 
earlier, in the 1740s and 1750s, Lewis Paul and John Wyatt developed a 
promising system of roller spinning. Wyatt was early to realize the 
potential of the factory system, but he failed to make it work in practice. 
According to his own estimates, roller spinning could reduce labor re-
quirements by one-third, thereby increasing the profitability of British 
industry. Before the Glorious Revolution, he would probably have been 
more careful in masking any labor-saving effects, and the fact that he 
didn’t suggests a greater acceptance for replacing technologies. Still, it 
would be a mistake to think that the subject had become uncontrover-
sial. As will be discussed in chapter 5, workers in the eighteenth century 
often smashed machines that they perceived to threaten their jobs. This 
is probably why Wyatt felt the need to suggest that displaced workers 
would soon find new and better-paying jobs elsewhere: “An additional 
gain to the clothier’s trade naturally excites his industry as well as en-
ables him to extend his trade in proportion to his gain by the machines. 
By the extension of his trade he will likewise take in some men of the 
33 per cent left unemployed. . . . ​Then he wants more hands in every 
other branch of the trade, viz. weavers, shearmen, scourers, combers, 
etc. . . . ​These workmen now having full employ will be able to get more 
money in their families than they all could before.”10 Worker-replacing 
machines, Wyatt argued, would not enrich only a few industrialists, but 
Britain as a whole. Though he was right in thinking that machines would 
eventually enrich Britain, his system of roller spinning did not even suc-
ceed in enriching himself and his companion. Lewis Paul was impris-
oned for debt, and the machine was seized together with Paul’s other 
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belongings. After the two men went bankrupt in 1742, their invention 
was sold to Edward Cave—editor of the Gentleman’s Magazine—who 
set up a small factory in Northampton with five water-powered ma-
chines, and eventually the Northampton factory ended up in the hands 
of Arkwright.11

Arkwright’s success wasn’t that of a brilliant innovator. His achieve-
ments rested instead in overcoming a number of engineering bottle-
necks that allowed roller spinning to be put to practical use. Unlike the 
technologies of the Renaissance, the inventions that emerged in 
eighteenth-century Britain were actually 1  percent inspiration and 
99  percent perspiration. And they were all developed with the same 
objective: cutting labor costs in production. Arkwright’s water frame, 
which put roller spinning into practice, is estimated to have cut the cost 
of labor for spinning by two-thirds and overall costs of coarse cotton 
production by 20 percent. The economics of Arkwright’s second inven-
tion, the carding machine, were similar. And like the water frame it was 
not an invention of staggering novelty. Indeed, the novelty of his inven-
tion was called into question, as his patent was challenged.12

The other key invention was James Hargreaves’s spinning jenny. Har-
greaves is said to have conceived it when he watched a spinning wheel 
fall to the floor and, while revolving, seem to do the spinning by itself. 
What is certain is that the machine was very simple. It was a rectangular 
frame on four legs with a row of vertical spindles on one end. Like the 
water frame, it was an invention that required no scientific break-
throughs. Its great advantage over the spinning wheel it replaced was 
that it allowed a single worker to spin several threads simultaneously. 
Although the spinning jenny was around seventy times more expensive 
than a spinning wheel, it was still much cheaper than building an Ark-
wright mill; it took up little space and did not require a factory setting.13 
The fact that it didn’t require much alteration to the production process 
was probably one reason for its rapid adoption.

Though the spinning jenny did not facilitate the rise of the factory sys-
tem directly, it did so indirectly. Samuel Crompton, who began spinning 
with a jenny as a boy, was among those who set out to improve it. The 
result was the Crompton mule, invented in 1779, which combined the 
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draw bars of Hargreaves’ jenny with the rollers of Arkwright’s water 
frame. The mule was first adopted in domestic industry, but it was soon 
applied in a factory setting, where its original wooden rollers were re-
placed with steel rollers like those used by Arkwright.

As spinning machines ousted the spinning wheel, hand spinners were 
also ousted. It is thus unsurprising that few workers welcomed it. When 
rumors spread that Hargreaves had developed such a machine, residents 
of Blackburn broke into his house and smashed it. Indeed, incidents of 
workers smashing machinery regularly occurred during the classic years 
of British industrialization. Hence, even though political power had 
shifted to those who stood to gain from mechanization, inventors were 
still unlikely to describe their technologies as worker displacing or even 
labor saving. Jane Humphries, an economic historian, explains:

Early eighteenth-century inventors rarely claimed that their innova-
tions saved labour, inventors probably judging it unwise to publicise 
any adverse effects on local employment. Interestingly, they were 
more likely to promise employment creation, particularly of jobs for 
women and children, who by implication would otherwise be a bur-
den on the rates. However, over time it became more acceptable to 
claim that an invention replaced labour, and by the 1790s patentees 
had lost all inhibition, with inventors in textiles, metal and leather 
trades, agriculture, ropemaking, docking and brewing all claiming 
such an advantage. Even then, savings were not of all labour but 
mainly the labour of skilled adults. Inventions were often advertised 
as reducing the need for strength or skill and so facilitating the sub-
stitution of unskilled women and children for adult trained opera-
tives. The calculations by John Wyatt in defence of his (and Lewis 
Paul’s) spinning engine are instructive, not least for the alertness 
shown to the interest of the poor law authorities in creating work for 
women and children. Wyatt claimed that a clothier who employed a 
hundred workers might turn off thirty “of the best of them” but take 
in ten children or disabled persons and thereby be 35 per cent richer, 
while the parish would save £5 in forgone poor relief. Since such sub-
stitution was at the heart of worker resistance to new technology, it 
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required a certain boldness to make such claims, and probably sug-
gests that more inventions than announced were directed to this 
end.14

The extent to which spinning machines actually saved labor has been 
intensely debated. What is clear is that they saved labor costs and re-
placed workers who had done hand spinning. The adoption of the jenny, 
for example, was not merely a matter of substituting capital for labor but 
also one of replacing relatively expensive adult labor with that done by 
children. For example, Arkwright wrote about the ample supply 
of children in the southern Peak District, which probably explains his 
decision to locate production there. Indeed, early spinning machines were 
specifically designed to be tended by children (see chapter 5). As the 
sharp contemporary commentator Andrew Ure noted, “The constant 
aim and tendency of every improvement in machinery [is] to diminish 
the costs by substituting the industry of women and children for that 
of men.”15

The benefits, of course, went beyond replacing expensive labor with 
machines and cheaper labor. Another motive was to gain greater control 
over the factory workforce, which went hand in hand with the employ-
ment of children. Many were pauper apprentices who worked in facto-
ries far from their families and friends. When they made up the bulk of 
the workforce, as they often did, they lacked the protection others were 
given by the mere presence of adult coworkers. They were often con-
signed to work without wages or rewards. So to control a large number 
of lawless children, many supervisors and managers resorted to using 
the stick rather than the carrot. Relative to adult workers, they had very 
little bargaining power and were easy to enforce the factory discipline 
on.16 Clearly, as Humphries writes, manufacturers were well aware of 
the advantages of inventing in ways so “as to bypass artisan practices and 
controls and so sap resistance to change.”17

All the same, while spinning was turned into a factory system in the 
late eighteenth century, weaving was still done with hand looms in do-
mestic settings. Therefore, a concern was that after Arkwright’s patent 
had expired, the number of spinning mills erected would surge to the 
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extent that there would not be enough hands to weave all the cotton that 
was spun. This was discussed by Reverend Edmund Cartwright and a 
Manchester gentleman who deemed the construction of weaving mills 
unachievable. Cartwright set out to prove him wrong. The son of a 
country gentleman, who as a former Oxford student had until now been 
preoccupied with nothing but literature, Cartwright used the help of a 
carpenter and a blacksmith to prove his point. He invested decades and 
a fortune in constructing his power loom. Together with the Grimshaw 
brothers, Cartwright set up a factory containing four hundred looms 
powered by steam. Fearing that they would lose their jobs, however, 
weavers burned it to the ground. During the reign of Elizabeth I, Cart-
wright’s loom would almost surely have been banned for fear that it 
could cause unrest. But at this time, British governments typically sided 
with innovators. Instead of banning the invention, the government 
helped fund it. Cartwright successfully petitioned Parliament for a grant 
in 1809, making the case that his machines were of great importance to 
Britain’s competitiveness in trade.18

There can be no doubt that the power loom was a significant inven-
tion. As power looms improved over the course of the nineteenth 
century, so did productivity: the economic historian James Bessen has 
calculated that in 1800 it took a hand-loom weaver using a single loom 
nearly forty minutes to produce a yard of coarse cloth, while in 1902 a 
weaver could produce the same amount in less than a minute, operating 
eighteen automatic power looms.19 But it did so at the expense of the 
hand-loom weavers it replaced. We shall return to the fate of the hand-
loom weaver in chapter 5. For now, it is sufficient to note that with the 
introduction of the power loom, the triumph of textile mechanization 
was almost complete.

Iron, Railroads, and Steam

Most people think that the Industrial Revolution was powered by steam. 
There is surely some truth to this, but steam power was a latecomer to 
the industrialization process. While the shift from the muscular strength 
of people and animals to mechanical power was a defining characteristic 
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of the rise of the factory system, the economic impacts of the steam 
engine became apparent only in the mid-nineteenth century. Without 
question, steam power had significant advantages over water power, 
whose use was always constrained by geography. As Marx writes, with 
the steam engine a prime mover finally arrived, “whose power was 
entirely under man’s control, that was mobile and a means of locomo-
tion, that was urban and not, like the water-wheels, rural, that permitted 
production to be concentrated in towns instead of, like the water-
wheels, being scattered up and down the country.”20 But perhaps more 
importantly, its application was not confined to any single task or indus-
try: unlike water power, it could be applied in land transportation as 
well. Like the computer and electricity, the steam engine was an ex-
ample of what economists call a general purpose technology.

In contrast to other significant technologies of the eighteenth 
century, which were pure engineering efforts, steam power was a spin-
off of the scientific revolution, building on the discovery that the atmo-
sphere has weight. With the steam engine, science first took center stage 
in technological development, and its importance only continued to 
grow. Practical use of the discovery of atmospheric pressure began in the 
late seventeenth century with Thomas Savery, a British Army officer from 
Cornwall. In its early days, the steam engine—or the fire engine, as it was 
called—was nothing more than a pump, consisting of a boiler connected 
to a tank. The engine was developed specifically for the draining of 
copper mines, but Savery realized its general purpose nature. Beyond 
mining, he envisioned it being used to supply water to towns and houses, 
put out fires, and turn the wheels of mills. However, Savery’s invention 
was not even fit for the purpose of draining mines. It worked only at a 
depth limited to about thirty feet. As soon as Thomas Newcomen’s engine 
emerged in 1712, the fire engine was abandoned. But due to its inefficien-
cies, the Newcomen engine similarly failed to find widespread use. The 
vast amounts of energy required in production meant that few manufac-
turers adopted it. As late as 1770, it was almost exclusively used for drain-
ing coal mines and in places where coal was very cheap.

Steam power became economically viable only with James Watt’s 
separate condensation chamber, which allowed condensation to take 
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place without much loss of heat from the cylinder.21 However, it took 
several decades for the Watt engine to become viable and required a 
partnership with Matthew Boulton for financial backing. Watt’s steam 
engine was first used in 1784  in the Albion Flour Mill, in which the 
Boulton & Watt company had invested for promotional purposes. One 
year later, it was applied in cotton production and gradually spread to 
woollen spinning mills, sawmills, malt mills for breweries, pottery man-
ufacturing, food processing, sugarcane mills, and iron and coal mining. 
Still, the immediate macroeconomic impacts of steam power were fairly 
limited. Calculating the so-called social savings of the steam engine, 
comparing it to the next best technology, the economic historian G. N. 
Von Tunzelmann has estimated that the national income of Britain in 
1800 would have been reduced by only 0.1 percent if Watt had not in
vented the separate condenser.22 Needless to say, such estimates are 
always only as good as the assumptions underlying them, but it is intui-
tive that the aggregate economic impacts of the steam engine were neg-
ligible before 1800. The available data suggest that a total of 2,400–2,500 
steam engines were built in the eighteenth century.23 And the impact of 
steam on the overall economy was still very slight as late as 1830, as the 
economic historian Nicholas Crafts has shown.24 Though its productiv-
ity contribution accelerated thereafter, especially in the period 1850–70, 
the economic impacts of steam were modest relative to those of later 
general purpose technologies like electricity and computers. Many sec-
tors, including agriculture and construction, were left largely untouched. 
Nor did steam power enter people’s homes. Similar to the economic 
benefits of electricity and computers, however, the productivity effects 
of steam were delayed. One reason is that adoption was slow because 
water power remained cheaper for a long time. There was no equivalent 
to Moore’s Law operating in steam. Thus, most factories were driven by 
water power until the 1840s. Only around that time did the fuel consump-
tion of steam engines drop sufficiently to make them economically viable.

The economic virtuosity of the steam engine became apparent as it 
revolutionized transportation during the mid-nineteenth century. Be-
fore the railroad, the Industrial Revolution was largely local. Large parts 
of Britain were left unaffected by it. This is not to discount the advances 
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made in transportation during the eighteenth century: the turnpike 
trusts, authorized by acts of Parliament to levy taxes and issue bonds for 
road construction, paved the way for a sizable road network in Britain.25 
The growth of the turnpike system during the eighteenth century greatly 
improved British roads, which together with better stagecoach technol-
ogy dramatically reduced travel time. In the 1750s, it took some ten to 
twelve days to travel from London to Edinburgh. By the time of the first 
railroads in the 1830s, the same distance could be covered by stagecoach 
in about forty-five hours.26 Still, at no previous point in history had 
people been able to travel faster than the speed of a horse, and horse 
travel was a luxury available to only a small percentage of the popula-
tion. Most of the Britons who were to become train passengers had to 
walk to their destinations before the invention of the railroad. And rela-
tive to the stagecoach, trains were much faster and cheaper. The first 
trains traveled three times faster than a stagecoach could, and roughly 
ten times faster than the highest estimates of walking speed.27 By the 
outbreak of World War I, it would have taken Britons an additional five 
billion hours to undertake all their train journeys, using only the means 
of transportation available to them before the railroad.

All the same, the arrival of the railroad was a long journey in itself. 
Not only did it require steam power, but cheap iron was another en-
abling technology for the railroad and indeed much of the Industrial 
Revolution. Iron went into the construction of factories, steam engines, 
machinery, bridges, and rails. Before the eighteenth century, the pig iron 
produced in blast furnaces was expensive and fragile. The first break-
through was made in 1709—three years before the arrival of the Newco-
men engine—when Abraham Darby developed a method of producing 
pig iron in furnaces using coke instead of charcoal. Though Darby can-
not be credited with the invention of coke smelting, he made it econom
ical. In the period 1709–1850, the average cost of pig iron is estimated to 
have declined by 63 percent.28

The path from coke smelting to railroads is best described by the 
evolution of the Coalbrookdale Iron Company, led by three generations 
of Darbys. Its story is an intriguing one because it illustrates the inter-
connectedness of the technologies that made the Industrial Revolution 
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possible. Darby’s method of iron production made cylinders in steam 
engines (of which Coalbrookdale became a leading producer) more 
accurate, and it also made steam engines more energy efficient—which 
helped reduce the cost of producing coke-smelted cast iron. A Bouton & 
Watt engine was installed in Coalbrookdale in 1774 and upgraded with 
a newer design in 1805. Over this period the rate of production tripled 
from fifteen to forty-five tons per day. For the transportation of the tons 
of materials, Coalbrookdale had a sixteen-mile railroad network by 1757. 
A decade later, the wooden rails were replaced with rails made of iron, 
creating the world’s first iron railroad. Darby’s method, in other words, 
was more than an enabling technology of the railroad. Coke smelting 
was how iron rails came to be used in the first place.29

While the road to steam-powered passenger rail travel began in Coal-
brookdale, the completion of the journey took several decades. The first 
passenger railroad was opened in 1805, yet the carriages were drawn by 
horse. Before the railroad, many attempts were made to use steam 
power for land vehicles, but unpaved roads and tolls imposed by the 
turnpike acts meant that they failed to gain traction. Richard Trevithick, 
who built the London Steam Carriage in 1803, was one of the key figures 
behind the development of the steam-powered railroad. His achieve-
ment consisted in making the steam engine lighter and smaller by aban-
doning the separate condenser, which allowed it to be used more 
effectively in transportation. However, a number of other significant 
technologies were also required, including new and better gears, gauges, 
couplings, and so on. This series of inventions eventually culminated in 
George Stephenson’s Rocket—the steam locomotive that would be 
used for travel on the first public and fully steam-powered railroad be-
tween Liverpool and Manchester.

The opening day of the Liverpool-Manchester Railway in 1830 was 
one of the major public events of the year, attended by Arthur Wellesley, 
Duke of Wellington and prime minister of Britain, among others. Although 
a triumph of British engineering, the introduction of steam-powered 
passenger travel was not without casualties. Against the advice given to 
passengers to remain on the train, William Huskisson, former cabinet 
minister and member of Parliament for Liverpool, who had resigned 
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from the government after a disagreement over Parliamentary reform 
two years earlier, left the train during a scheduled stop and approached 
Wellington’s carriage, seeking a reconciliation. Caught up in conversa-
tion with the prime minister, he saw one of the other locomotives ap-
proaching only when it was too late and stumbled on the tracks in front 
of the train. Because the Rocket was not equipped with brakes, the driver 
could only bring the train to a halt by shifting into reverse, which was a 
complex procedure. Huskisson died from his injuries that evening.

Unlike the Hindenburg disaster of the twentieth century, which 
spelled the end of airship technology, the widely reported Huskisson 
incident did not reduce railroad frenzy. As people across Britain became 
aware of this new form of long-distance transportation, there was noth-
ing to hold back its diffusion. The railroad network in Britain expanded 
to 6,200 miles in 1850 and covered 15,600 miles by 1880. Around that time, 
the biographer Samuel Smiles described the railroad as “the most mag-
nificent public enterprise yet accomplished in this country—far sur-
passing all that has been achieved by any Government, or by the com-
bined efforts of society in any former age.”30 Much as the digital 
technologies of our age have enlarged the world, the railroad allowed 
people of the nineteenth century to travel beyond their previous hori-
zons. With it, books, letters, newspapers, and people became more mo-
bile, while inventions and ideas traveled at greater speed. Workers could 
more easily travel in the search for better jobs. And the decline in trans-
portation costs meant expanding markets for manufacturers, which 
permitted regions to specialize in goods in whose production they held 
a comparative advantage. As ever-larger factories started to take advan-
tage of economies of scale, local monopolies faced growing competition 
from outside industrialists. Factories of growing size also found it more 
economical to adopt steam power in production. In other words, the 
railroad spurred the adoption of steam in manufacturing, which in turn 
gave rise to a host of new labor-intensive occupations.

The contribution of the railroad to aggregate growth has been esti-
mated by several economic historians who applied the concept of social 
savings, comparing the benefits of the railroad to the next best available 
technology. An early study by Gary Hawke puts the total savings 
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associated with the railroads in the range of 6.0–10.0 percent of GDP in 
1865; freight alone accounted for about 4.0  percent of GDP, whereas 
passenger travel is estimated to have accounted for 1.5–6.0 percent, de-
pending on the value that passengers placed on comfort. However, 
Hawke’s savings for passenger travel is downward biased, as it does not 
include any benefit for time savings.31 Accounting for the time saved by 
passengers, Tim Leunig, an economic historian, estimates that the so-
cial savings from passenger travel amounted to some 5 percent of GDP 
in 1865 and reached 14 percent by 1912, and over that period, railways 
accounted for a full sixth of aggregate productivity growth.32 To put 
these figures in perspective, it has been estimated that the social savings 
associated with the turnpike trusts at the eve of the railroad era added 
1 percent to a much lower base of GDP.33 However, the main benefits of 
the railroad came long after its invention. The economic significance of 
those benefits grew especially from 1870s onward, as the price of third-
class travel was reduced sufficiently to allow people who had previously 
never been able to travel at all to do so for the first time.34

In other words, the full benefits of the Industrial Revolution took 
more than a century to be realized. Parts of Britain were largely unaf-
fected, and the aggregate economic impacts of steam and railroads be-
came significant only in the second half of the nineteenth century. But 
some places and industries felt the accelerating pace of change much 
earlier, and the expansion of some of those industries did have an effect 
on the aggregate statistics after 1800. To be sure, contemporaries took 
notice of the ascent of industry. In 1835, for example, Sir Edward Baines, 
a British journalist and member of Parliament, observed that “the causes 
of this unexampled extension of manufacturing industry are to be found 
in a series of splendid inventions and discoveries, by the combined ef-
fect of which a spinner now produces as much yarn in a day, as by the 
old processes he could have produced in a year; and cloth which for-
merly required six or eight months to bleach, is now bleached in a few 
hours.”35 And nowhere was this more evident than in the cotton city, 
Manchester.
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The Industrial Revolution and 
Its Discontents

In Benjamin Disraeli’s Coningsby, published in 1844, a character struck 
by the technological capabilities of the time remarks: “I see cities peo-
pled with machines. Certainly, Manchester is the most wonderful city 
of modern times.”1 By then, about two-thirds of British cotton produc-
tion was carried out in factories; steam technology was substituting for 
muscular power; and the first general purpose railway between Liver-
pool and Manchester had opened more than a decade before. Modern 
industry was on the rise. But for all the glory surrounding the city of 
Manchester and other industrial powerhouses, there was far-reaching 
concern that the benefits of machines were not being widely shared. The 
same year that Coningsby appeared, Friedrich Engels published The Con-
dition of the Working Class in England. The work was written during a 
stay in Manchester, yet unlike the contemporaries who were impressed 
by its armies of machines, Engels believed that machines served only to 
reduce the incomes of ordinary people, while benefiting a few industri-
alists: “The fact that improved machinery reduces wages has also been 
as violently disputed by the bourgeoisie, as it is constantly reiterated by 
the working-men. . . . ​The English middle classes prefer to ignore the 
distress of the workers and this is particularly true of the industrialists, 
who grow rich on the misery of the mass of wage earners.”2 The attitudes 
of laborers and the “middle sort” toward technological progress differed 
greatly.3 As David Landes writes, the middle and upper classes were con-
vinced that they were living in the best of all possible worlds. To them, 
technology was a new revelation, and the factory system provided the 
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evidence to justify their new religion of progress. But the working poor, 
“especially those groups by-passed or squeezed by machine industry . . . ​
were undoubtedly of another mind.”4 While industrialists marveled at 
the rise of machines, workers often resisted their introduction and ex-
pressed their fear of unemployment in verses like the following one:

Mechanics and poor labourers
Are wandering up and down
There is nothing now but poverty
In country and in town;
Machinery and steam power has
The poor man’s hopes destroyed,
Then pray behold the numbers of
The suffering unemployed.5

The laboring poor surely had much to complain about. The conditions 
of the working class did not improve before the 1840s, and for many 
people, living standards were deteriorating. In rapidly growing manufac-
turing cities like Manchester and Glasgow, life expectancy at birth was 
some ten years shorter than the national average, which was only forty 
years anyway. A significant increase in incomes might have compen-
sated for the undesirable side effects of working and living in factory 
cities, but such compensation was largely absent. Although some evi-
dence suggests that wages in factory cities were higher than in rural 
regions, compensating in some measure for the dirty and unhealthy 
conditions, there was no urban wage premium in the north of Britain, 
when costs of living are factored in as well.6 During the classic years of 
the Industrial Revolution, output experienced an unprecedented ex-
pansion, yet the gains from growth did not trickle down to labor.7 In the 
period 1780–1840, output per worker grew by 46 percent. Real weekly 
wages, in contrast, rose by a mere 12 percent.8 Taking into consideration 
that average working hours increased by 20 percent in the period 1760–
1830, it is hardly an exaggeration to suggest that hourly earnings declined 
in real terms for a sizable share of the population.9 The gains of the In-
dustrial Revolution instead went to the pioneers of industry, as the rate 
of profit doubled.10 As the capital share of national income expanded, 
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Peter Lindert has calculated that the income share captured by the top 
5  percent almost doubled as well, increasing from 21  percent to 
37 percent in the period 1759–1867.11

Various definitions and measurements of material standards support 
the view that many commoners fared worse during the early days of the 
industrialization process. There is a broad consensus that the average 
amount of food consumed in England did not increase until the 1840s.12 
Beyond food, households reduced their share of expenditures on non-
essential manufactured goods. The retrenchment of consumption 
among the laboring classes meant that the growing demand for such 
goods came from the middle classes. Indeed, there was rapidly growing 
inequality in consumption over the classic years. While overall consump-
tion among households increased, the percentage of households that 
could afford nonessentials declined among factory workers and those 
trapped in farming over the first half of the nineteenth century.13 Though 
controversial, biological indicators similarly suggest that overall material 
living standards declined. Bearing in mind that all other things being 
equal, people who enjoy better nutrition grow to be taller, adult heights 
can be used as an indicator of people’s material standards.14 Building on 
this intuition, scholars have shown that the cohorts born in the early 
1850s were shorter than any cohort born in the nineteenth century, and 
that the levels attained in the first decades of the century were not at-
tained again before its last decade.15 These studies show somewhat dif
ferent temporal patterns, yet they concur that by 1850 men were shorter 
than they had been in 1760.

When discussing the decline in biological indicators of material stan-
dards, it is hard to separate nutrition from disease and general public 
health. Poor health was a critical issue during the Industrial Revolution, 
and its causes were intensely debated among contemporaries. Edwin 
Chadwick, whose 1842 Report on the Sanitary Condition of the Labouring 
Population of Great Britain investigated the matter, was of the view that 
public health was mainly an environmental issue. Industrialization 
spread disease among the poor because they lived in increasingly un-
healthy environments. Solving the public health crisis was thus a matter 
of coping with the health challenges of industrial towns, such as garbage 
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removal, drainage, and providing clean drinking water. In contrast, 
William Alison, a distinguished professor of medicine at Edinburgh 
University, insisted that low wages were a cause of poor public health. 
Unemployment, disappearing incomes, and poor nutrition, he argued, 
were critical factors in explaining the health conditions of ordinary 
people.16

Both explanations have some merit. One consequence of the Indus-
trial Revolution was the rise of industrial centers, which were infamous 
not only for their lack of aesthetic appeal but also for their overcrowded 
and unhealthy environments. As incomes vanished and employment 
opportunities gradually declined in the countryside, workers increas-
ingly moved to urban areas. In the period 1750–1850, the share of the 
population living in cities with more than five thousand inhabitants 
surged from 21 percent to 45 percent. Because of the horrendous living 
conditions in industrial towns, economic historians speak of an “urban 
penalty” associated with the rise of the factory system.17 Even in 1850, 
life expectancy in Manchester and Liverpool has been estimated at 
thirty-two and thirty-one years, respectively—well below the national 
average of forty-one years.18 But while the view of Chadwick can prob
ably account for much of this difference, vaccination against smallpox 
was the most dramatic change in the disease environment of the period—
which suggests that estimates of the decline in material standards 
should, if anything, be revised down even further. Moreover, the envi-
ronmental perspective glosses over the fact that lower incomes also 
translated into poorer nutrition and shorter people. Even if incomes 
grew on average, many ordinary citizens saw their incomes vanish while 
middle-class incomes pulled away, as was also the case in America, where 
food prices rose more rapidly than the wages of working-class people in 
the early days of industrialization. A study by the economic historians 
John Komlos and Brian A’Hearn of the American path to industrializa-
tion concludes:

The decrease in nutritional status of the American population during 
the structural change brought about by the onset of modern eco-
nomic growth is inferred from the decline in average physical stature 
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for more than a generation beginning with the birth cohorts of the 
early 1830s. The decline occurred in a dynamic economy character-
ized by rapid population growth, urbanization, and industrialization. 
The decline in nutritional status was associated with a rise in both 
mortality and morbidity. These hitherto hidden negative aspects of 
rapid industrialization were brought about by rising inequality and a 
marked increase in real food prices, which induced dietary changes 
through the substitution away from edibles toward non-edibles. The 
implication is that the human biological system did not thrive as well 
as one would theoretically expect in a growing economy.19

The Conditions of England Question

What caused the misfortunes of the commoner? Even if wages in Britain 
were higher than in most other places, contemporaries worried that 
things were changing as machines were depriving people of their jobs. 
This belief was expressed long before Engels pondered the conditions 
of the working classes. For example, Sir Frederick Eden’s famous inquiry 
into The State of the Poor in Britain in the 1790s expressed far-reaching 
concern that those living in workhouses—which provided employment 
and accommodation for the poor—were being made redundant by ma-
chines. Eden declared:

Many persons complain of the introduction of machines into the 
woollen manufacture; and are of the opinion, that the engines for 
spinning, and carding wool, do not only deprive the industrious 
Poor, here, of employment, but are a great national disadvantage: 
I confess, that, to me, all the arguments I ever heard on the subject, 
would go to prove, that the land should be dug by labourers, and not 
cultivated by plows, and horses. . . . ​It is a great national misfortune 
that the woollen spinner can, by means of machines, do ten times the 
work he could perform without them.20

As mechanization picked up in industry and agriculture, concerns over 
the so-called machinery question intensified over the course of the early 
nineteenth century. Among economists, David Ricardo argued that “the 
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opinion entertained by the labouring class, that the employment of ma-
chinery is frequently detrimental to their interests, is not founded on 
prejudice and error, but is conformable to the correct principles of po
litical economy.”21 His famous chapter On Machinery, which asserted 
that machines reduce the demand for undifferentiated labor and lead to 
technological unemployment, prompted a number of theoretical ap-
proaches to prove that such unemployment was only a short-term prob
lem.22 Yet fear of machines, if anything, picked up over the following 
decades. Victorian novelists like Charles Dickens and Elizabeth Gaskell, 
whose writings capture many of the concerns of the time, frequently 
echoed the sentiment of laborers toward machinery. In Gaskell’s Mary 
Barton, set in Manchester in the period 1839–42, a character remarks be-
fore a Parliamentary hearing in London: “Well, thou’lt speak at last. 
Bless thee, lad, do ask ’em to make th’ masters to break th’ machines. There’s 
never been good times sin’ spinning-jennies came up. Machines is th’ 
ruin of poor folk.”23 Contemporaries also worried about the effects of 
machines on workers’ wages, dignity, morality, independence, and so-
cial status. Dickens, who had visited several Manchester factories in 1839 
and had himself suffered poverty and hardship, was appalled by the con-
ditions in which people lived and worked. His novel Hard Times draws 
upon those impressions. Similar to Marx, who contended that “the 
worker makes use of a tool; in the factory, the machine makes use of 
him,” Dickens’s fictional descriptions of the industrial landscape of 
Coketown, where “the piston of the steam-engine worked monoto-
nously up and down, like the head of an elephant in a state of melan-
choly madness,” stress the repetitive aspect of factory work, portraying 
the worker as enslaved to the mechanical force of the factory.24

Beginning in the 1830s, the machinery question came to form part of 
the broader debate on the “conditions of England question”—a term 
first coined by Thomas Carlyle to refer to the conditions of ordinary 
workers in Britain during the classic years of the Industrial Revolution. 
Carlyle was a fierce critic of industrialization and believed that machines 
served only to degrade workers. Other social reformers, like Peter Gas-
kell and Sir James Kay-Shuttleworth, similarly thought that the long 
hours worked in the factories and the enforced focus of workers on the 
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repetitive motions of machines absorbed people’s attention to such an 
extent that adverse effects on their moral and intellectual development 
were inevitable.25 The domestic system was often described in idealized 
terms in contrast with the factory and was commonly referred to as the 
golden age of industry. Relative to people residing in industrial towns, 
it was argued, families in the countryside were protected from any outside 
influence that might injure their children’s moral development, allow-
ing their parents to guide their thoughts and feelings. And it was 
widely believed that domestic industry upheld the family structure, 
while the factory crowded together workers who had previously been 
scattered over various parts of the country, creating a new socially de-
prived class.26

Even if the contrasts were exaggerated, there can be no doubt that 
workers in the domestic system lived lives very different from those of 
their factory counterparts. In the domestic system, the absence of any 
clear separation between home and workshop meant that the artisan 
spent more of his time with his wife and children. The artisan worked 
according to his own needs, not the needs of any master. Although he 
had to work long hours, he decided for himself when a day’s work began 
and when it ended. The repulsion felt by many workers toward the fac-
tory is thus easy to understand. To them, the factory, with its enforced 
hours and lack of freedom, closely resembled a prison. As Landes writes, 
the factory system “required and eventually created a new breed of 
worker, broken to the inexorable demands of the clock.”27

Similar to the apocalyptic scenarios painted of the future of artificial 
intelligence today, people at the time of the Industrial Revolution saw 
a future in which technology would do more harm than good. Gaskell 
firmly believed that he was only witnessing the beginning, suggesting 
that in the future production would be almost entirely automated, with 
severe adverse consequences for employment:

The adaptation of mechanical contrivances to nearly all the processes 
which have as yet wanted the delicate tact of the human hand, will 
soon either do away with the necessity for employing it, or it must be 
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employed at a price that will enable it to compete with mechanism. 
This cannot be: human power must ever be an expensive power; it 
cannot be carried beyond a certain point, neither will it permit a 
depression of payment below what is essential for its existence—and 
it is the fixing of this minimum in which lies the difficulty. . . .

The time, indeed, appears rapidly approaching . . . ​when manufac-
tories will be filled with machinery, impelled by steam, so admirably 
constructed, as to perform nearly all the processes required in them, 
and when land will be tilled by the same means. Neither are these 
visionary anticipations; and these include but a fraction of the mighty 
alternations to which the next century will give birth. Well then, may 
the question be asked—what is to be done? Great calamities must 
be suffered.28

Gaskell was certainly no revolutionary, but it was his work that inspired 
Engels to ponder the conditions of the working classes, whose misery 
he attributed to the factory system. Engels’s compatriot, Marx, with 
whom he wrote the Communist Manifesto, later expanded on Engels’s 
work in an extensive chapter on machinery in Das Kapital, arguing that 
“machinery, when employed in some branches of industry, creates such 
a redundancy of labour in other branches that in these latter the fall of 
wages below the value of labour-power. . . . ​[N]owhere do we find a 
more shameful squandering of human labour-power for the most de-
spicable purposes than in England, the land of machinery.”29

Overall, machinery critics of the Victorian Age raised more questions 
than they answered. Yet they prompted defenders of mechanization—
including Charles Babbage, Andrew Ure, and Edward Baines—to make 
a case for it. Babbage’s On the Economy of Machinery and Manufactures 
presents machines as a helpful complement to the worker’s labor, sug-
gesting that “various operations occur in the arts in which an assistance 
of an additional hand would be a great convenience to the workman, 
and in these cases tools or machines of the simplest structure come to 
our aid. . . . ​The discovery of the expansive power of steam [has] already 
added to the population of this small island, millions of hands.”30 And 
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in addition to making workers more productive, Ure declared that it was 
only with the spread of machines that new and better-paying jobs could 
be created, allowing ordinary people to climb the economic ladder:

Instead of repining as they have done at the prosperity of their em-
ployers . . . ​good workmen would have advanced their condition to 
that of overlookers, managers, and partners in new mills, and have 
increased at the same time the demand for their companions’ labour 
in the market. It is only by an undisturbed progression of this kind 
that the rate of wages can be permanently raised or upheld. Had it 
not been for the violent collisions and interruptions resulting from 
erroneous views among the operatives, the factory system would 
have been developed still more rapidly and beneficially for all con-
cerned than it has been, and would have exhibited still more fre-
quently gratifying examples of skillful workmen becoming opulent 
proprietors.31

This was also the view of Baines, who felt that powerful agitation among 
workers in industrial cities was chiefly motivated by “imagination and 
feeling much stronger than their judgement.”32 Like Babbage, Baines 
viewed machines as complements to labor rather than substitutes for it, 
and he argued that all classes of laborers employed in aid of machinery 
are well remunerated for their work. He added: “Instead of workmen 
being drudges, it is the steam-engine which is their drudge.”33 Examin-
ing data on 237,000 workers employed in cotton mills, Baines suggested 
that their wages were sufficient to buy not only necessities, but also 
many luxuries. Although his data showed that their nominal wages 
declined in the period 1814–32, he suggested that improvements in ma-
chinery allowed them to buy cheaper goods, compensating for that de-
cline. Nonetheless, Baines observed that hand-loom weavers replaced 
by the power loom were in a “deplorable condition both in large towns 
and in villages; their wages are a miserable pittance, and they generally 
work in confined and unwholesome dwellings.”34

The evidence on how workers fared economically as the mechanized 
factory displaced the domestic system is spotty. As we have seen, eco-
nomic and biological indicators alike suggest that material standards 



T h e  I n du s t r i a l  R e v o l u t i o n  a n d  I t s  D i s c o n t e n t s   121

during the classic years of the Industrial Revolution were stagnant or 
even declining for parts of the population. Such indicators are informa-
tive in that they capture the aggregate trajectories of material well-being. 
In its early days, however, the Industrial Revolution was not an aggregate 
phenomenon. The textile industry was the first to mechanize, and this 
is where the force of the factory was most keenly felt. Economic histo-
rians like Jane Humphries and Benjamin Schneider have recently drawn 
our attention to the personal tragedies the mechanized factory inflicted 
upon parts of the population. Hand spinning, which provided part-time 
work for hundreds of thousands of adults—mostly women—in rural 
Britain was the first trade to be affected. Humphries and Schneider 
show that hand spinning was condemned by mechanization in the late 
eighteenth century, and its demise came with prolonged agonies for 
families across rural Britain. As employment opportunities dried up for 
spinners, family incomes suffered a blow from which rural households 
struggled to recover.35 

In the public imagination, however, it is the hand-loom weaver who 
remains the tragic hero of the Industrial Revolution. The autobiography 
of Walter Freer, born in 1846, recounted that, “before his birth hand-
loom weavers had been labour’s aristocrats.”36 Like hand spinners, the 
skills of weavers were rendered redundant by the onward march of 
mechanization. Examining the wages of weavers, Robert Allen has 
shown that poverty accompanied the spread of the power loom. Not 
only did wage inequality grow rapidly, but the earning potential of weav-
ers was reduced to subsistence level.37 The case of the hand-loom weaver 
sheds light on the conditions of England question more broadly: 
the  incomes of many artisans vanished as the factory system spread. 
Humphries’s seminal account of six hundred autobiographies of men 
who lived and worked during the Industrial Revolution provides many 
vivid descriptions of the personal tragedies that accompanied the disap-
pearance of hand trades.38 Their stories resonate with the view of Allen, 
who wrote: “The standard of living issue in the Industrial Revolution was 
the result of the destruction of hand loom weaving and other hand 
trades.”39 Indeed, even the detailed investigation into the case of the 
hand-loom weaver by Duncan Bythell—which is often cited to suggest 
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that their conditions were not as desperate as sometimes portrayed—
asserts that the power loom led to “the largest case of redundancy or 
technological unemployment in our recent economic history.”40 In 1816, 
the unemployment rate among weavers in the Stockport district was 
60  percent. A decade later, 69  percent of hand-loom weavers in the 
town of Darwen were still unemployed, some five thousand weavers in 
Glasgow were out of work, and 84 percent of all looms in Lowertown 
were standing empty.41

There can be no doubt that people suffered as their jobs vanished. 
However, the extent to which unemployment was the result of mecha-
nization during the Industrial Revolution is harder to judge, not just 
because of sparse statistics but because unemployment has many 
causes. The fact that the years of high unemployment among weavers 
concurred with economic downturns suggests that unemployment in 
part was cyclical rather than technological.42 John Fielden’s estimates, 
which draw upon statistics from the relatively prosperous year of 1833, 
probably come closer to an unemployment rate that can be deemed 
technological: in a survey of the poor in thirty-three townships in Lan-
cashire and Yorkshire, who chiefly worked as hand-loom weavers, 
Fielden found that the rate of unemployment was around 9 percent.43 
Whether such unemployment was permanent or temporary is yet 
another matter. Even if the arrival of power-loom weaving caused un-
employment among hand-loom weavers in certain locations, some 
eventually migrated to jobs elsewhere.

The evidence on the mobility of workers is equally spotty. Around 
1850, only a quarter of adults in major industrial cities like Manchester, 
Glasgow, and Liverpool were actually born there, suggesting that Brit-
ons were highly mobile. However, more able and younger workers were 
much more mobile than people in their thirties, who tended to remain 
closely tied to their location and occupation and, if they did migrate, 
typically moved to locations nearby. Few moved from the rural south 
to the factory cities of the north.44

As mentioned above, the generational aspect of the Industrial Revo-
lution was reinforced by the preference of factory owners for cheaper, 
more docile children as workers and by the nature of work in the 
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factories. As Ure observed in 1835, “Even in the present day . . . ​it is 
found to be nearly impossible to convert persons past the age of pu-
berty, whether drawn from rural or handicraft occupations, into useful 
factory hands.”45 With the aid of machines, spinning was quickly learned 
and needed little strength. During a Parliamentary hearing on child 
labor in 1833, a witness explained that “the discoveries of Arkwright, 
Watt, Crompton, and other great benefactors of mankind [transformed 
production in such a manner that] adults were superseded by children, 
whose wages were lower, and who soon acquired great dexterity.”46 Ark-
wright’s first mills were almost entirely filled with young children, and 
Hargreaves’s spinning jenny was brought to such perfection that a child 
was able to work 80 to 120 spindles.47 As the number of spindles on cot-
ton spinning mules rapidly increased, so did the number of children in 
the factories: the ratio of children to adults increased from 2:1 to around 
9:1.48 Wool combing was no different. Ure observed that a great “many 
self-acting machines have been contrived for performing the wool-
combing operations. . . . ​After drying, the wool is removed to a machine 
called the plucker, which is always attended by a child, generally a boy 
of ten, twelve, or fourteen years.”49 These examples are crucially borne 
out by the statistics: by the 1830s, children constituted around half of 
the workforce in textiles, and about a third in coal mining.50

For factory owners, children provided cheaper substitutes for adult 
workers. The only cost of children was often their food and lodging. And 
when they were paid, their wage was between a third and a sixth of an 
adult’s wage.51 Not only was children cheaper workers, they were also 
easier to discipline. Alcoholism was a frequent problem among adult 
workers. When one engine man at the Boulton & Watt company re-
ceived some money, he “drank so much the next day that he let the en-
gine run wild, and it was thrown completely out of order.”52 And children 
could be made to work longer hours. Their working days lasted up to 
eighteen hours, and as machines could operate ceaselessly day and 
night, children were frequently forced into shift work, to take full ad-
vantage of the technological capabilities of the factory. For the only 
meal of the day, the children were often allocated no more than forty 
minutes and had to use part of their break to clean the machines. 
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Anybody failing to obey the factory discipline risked corporal punish-
ment. Although the investigations made by factory commissioners who 
looked into the working conditions of children found that cases of ex-
treme child abuse were the exception rather than the general rule, many 
children unquestionably suffered. In the Litton Mill, Ellice Needham 
pinched children’s ears so that his nails met through the flesh, after hit-
ting and kicking them. Robert Blincoe, a former child laborer, described 
ingenious methods of torture, including the filing down of children’s 
teeth, the hanging of children by their wrists, and the tearing out of their 
hair with a cap of pitch. Of course, not every industrialist treated 
children poorly. But it is nonetheless appropriate here to quote Baines’s 
reference to the factories as “hells upon earth.”53

Adult workers were rarely treated with the same level of cruelty; their 
main concern was the threat to their incomes. Even assuming that ma-
chines did not temporarily reduce the overall demand for workers, there 
was no guarantee that the workers who were displaced would find 
better-paying or less hazardous jobs. Some artisans undoubtedly found 
jobs in the factories, but the cost of making the transition to a new job 
was often substantial, as it required occupational and geographical mo-
bility. A recent study of Northamptonshire provides a case in point. As 
the worsted industry became increasingly mechanized in Britain, the 
domestic industry in Northamptonshire collapsed, and local producers 
were left unable to compete. The textile employment share of the 
Northamptonshire economy fell from 11 percent in 1777 to 1 percent in 
1851, and the share of weavers and wool combers in the workforce de-
clined at an even faster rate. The net population decline over the first 
two decades of the period suggests that some workers moved, perhaps 
to factory jobs in other regions. But the fact that agricultural employ-
ment in Northamptonshire surged as employment in textiles declined 
equally suggests that many textile workers moved into low-paying agri-
cultural jobs. And because the influx of workers into agriculture could 
not be absorbed, it can be presumed that unemployment increased.54

As production processes kept changing, the skills of workers were 
becoming obsolete at an accelerating pace, putting pressure on the 
workforce to become more agile and adaptable to the rush of progress. 
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Even if unemployment was just temporary, people had to provide for 
themselves when they were without work by saving some of their 
limited earnings when they were employed: government-sponsored 
unemployment insurance was not available in Britain until 1911. Maxine 
Berg, an economic historian whose writings examine the machinery 
question in some detail, aptly sums things up:

Working men and women felt keenly the unprecedented demands 
for mobility, both geographical and occupational. For them the ma-
chine meant, or at least threatened, unemployment, an unemploy-
ment which at best was transitional between and within sectors of 
the economy, and at worst affected the economy as a whole at times 
of scarce capital. For them the machine was accompanied by a change 
in the pattern of skills, and involved all too often the introduction of 
cheap and unskilled labour. . . . ​But the conceptual changes in politi
cal economy over the period are also very closely connected to class 
struggle. This shows in the very seriousness attached by political 
economists to the 1826 anti-machinery riots in Lancashire and to the 
1830 agricultural riots.55

Defenders of mechanization, like Ure, were right in thinking that the 
factory would eventually create new and better-paying jobs. And clearly 
everyone might benefit from cheaper textiles. But this was little comfort 
to the workers who initially found their skills made redundant by 
worker-replacing technologies. The benefits of industrialization were 
rarely felt in workers’ pockets before 1840s. Perhaps most telling is the 
reaction of the workers themselves. The Industrial Revolution created 
new factories and jobs, but it also created many Luddites. For many of 
the workers living through the Industrial Revolution, opposition was 
the rational response.

The Luddites

Any discussion of the machinery question must distinguish the short 
run from the long run. Although workers whose skills were made obso-
lete suffered initially, the Industrial Revolution eventually brought new 
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goods that had been unattainable to previous generations within the 
reach of the poor, while creating new and better-paying jobs along the 
way. Nineteenth-century defenders of mechanization may have been 
right in thinking that the feelings of workers rebelling against machines 
were stronger than their judgment. Yet what does the long run matter 
to workers who lose their livelihoods, especially if they are unlikely to 
live long enough to see the benefits of the new technology? As the ex-
perience of the Industrial Revolution illustrates, the short run can be a 
lifetime, and of course in the long run we are all dead. Because the ben-
efits and profits from mechanization came to the factory owners at the 
expense of workers, many reasoned that machinery threatened their 
livelihoods and must therefore be destroyed.

In fact, an economist might wonder why citizens would ever volun-
tarily agree to participate in the industrialization process if it reduced 
their own utility. One explanation, of course, is that the opportunity 
cost of taking on a factory job was reduced by people’s steadily dwin-
dling earning potential in domestic industry. Industrialization relent-
lessly reduced the price of manufactured goods, leaving rural industry 
uncompetitive, driving down the earnings of rural workers, and thereby 
forcing them to seek employment in the factories. What’s more, the 
movement of people from the domestic into the factory system is only 
a puzzle if one believes that they had any other choice—but they didn’t. 
Some workers did riot against the increasingly mechanized factory. But 
their efforts to halt the spread of machines were unsuccessful, as the 
British government sided with the pioneers of industry. As Paul Man-
toux writes, “Whether [workers’] resistance was instinctive or consid-
ered, peaceful or violent, it obviously had no chance of success, as the 
whole trend of events was against it.”56

Clashes between labor and the British government over the adoption 
of machine technology were not uncommon. On May 10, 1768, the first 
steam-powered sawmill in Limehouse—for which its founder Charles 
Dingley had been awarded the gold medal of the Society of Arts—was 
burned to the ground by some five hundred sawyers who claimed that 
it had deprived them of employment. Four days earlier, the sawyers had 
informed Dingley of their intent, but he was unwisely dismissive of their 
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ability to put words into action. As the sawyers arrived, Christopher 
Richardson, one of Dingley’s clerks, is reported to have confronted 
them, asking what they wanted: “They told me the saw-mill was at work 
when thousands of them were starving for want of bread.”57 The response 
of the British government to the Limehouse riot is even more telling 
than the sawyers’ rage against the machines. In contrast to preindustrial 
monarchs who sought to halt worker-replacing technological progress 
for fear of social unrest, Parliament passed an act in 1769 that made the 
destruction of machines a felony punishable by death.58

However, the 1769 act did not prevent similar disturbances. In 1772, a 
factory using Cartwright’s power loom in Manchester was burned 
down. And the riots of 1779 in Lancashire, where the use of machines 
had spread most rapidly, were every bit as dangerous. A letter by the 
industrialist Josiah Wedgwood, who was in the district at the time, de-
scribes the seriousness of the situation. He was met by a mob of several 
hundred workers in the road, and one of them told him that they had 
been destroying all the engines they could find and intended to do so 
throughout the country. The British government was decisive in its 
response, and prompt repression followed. Troops were sent from Liv-
erpool, and the rioters were dispersed without much difficulty. A resolu-
tion passed after the Lancashire riots suggesting that restrictions on 
the use of machinery would deteriorate Britain’s competitiveness 
in  trade underlines not only the logic of the British government, but 
also the political clout gained by merchants relative to preindustrial 
times. Even if the diffusion of machines came at the expense of workers’ 
utility and social unrest followed, Britain’s competitive advantage in 
trade was not to be jeopardized. And the events in Limehouse and Lan-
cashire can hardly be described as isolated examples. Further machinery 
riots occurred in West Riding, Yorkshire, and in Somerset, just to name 
a few places. Any violent attempt to compromise the spread of machines 
was quickly crushed by successive British governments.59

Working people also explored other ways to hinder the diffusion of 
machine technology. Petitions against various machines were laid be-
fore Parliament. Among the numerous appeals, wool combers peti-
tioned against Cartwright’s combing machine, journeymen petitioned 
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against the use of machines in paper making, and cotton weavers peti-
tioned against machinery they claimed to have driven them out of 
work.60 But attempts to hinder the diffusion of machines by political 
means failed just as dismally. Again, the argument put forward by em-
ployers that machines were essential to trade, upon which the fortunes 
of Britain as a country rested, resonated more strongly with Parliament 
than did workers’ complaints.

However, workers’ concerns did not go unnoticed. A Parliamentary 
inquiry into the woollen industry was set up, which culminated in a 
famous 1806 report. Addressing the committee of the House of Com-
mons, appointed to consider of the State of the Woollen Manufacture 
of England, on behalf of the clothiers, Randle Jackson tried a different 
line of argumentation, suggesting that mechanization deprived pro-
ducers of their customers by putting them out of work.61 Despite the 
argument that restrictions on the use of machines were also in the 
interest of industrialists, and the suggestion of many witnesses that 
machines had adverse impacts on people by diminishing the price of 
labor, the committee came to a much more optimistic conclusion, argu-
ing that the use of “the machines has been gradually established, with-
out, as it appears, impairing the comforts or lessening the numbers 
of the workmen.”62

The conclusion of the inquiry into the state of the woollen industry 
underlines the hopelessness of the case of British workers. In addition 
to failing to hinder the spread of new technologies, they also failed to 
get Parliament to enforce legislation prohibiting the adoption of old 
replacing technologies. Despite having petitioned for a decade to en-
force the prohibition on gig mills that dated back to the sixteenth 
century, Parliament repealed the old legislation in 1809. Further riots 
followed. During the Luddite risings in the period 1811–16, the Not-
tinghamshire rioters mainly targeted knitting frames, whereas in York-
shire, the riots were led by the croppers who rebelled against the 
spread of gig mills—both old and established technologies. What the 
various machines that were smashed had in common is that they threat-
ened jobs. And there were many incidents of rebellion. Jeff Horn 
explains:



T h e  I n du s t r i a l  R e v o l u t i o n  a n d  I t s  D i s c o n t e n t s   129

Named after a supposed Leicester stockinger’s apprentice named 
Ned Ludham who responded to his master’s reprimand by taking a 
hammer to a stocking frame, the followers of “Ned Ludd,” “Captain 
Ludd,” or sometimes “General Ludd” targeted this machine for de-
struction. The movement began in the lace and hosiery trades early 
in February  1811  in the Midlands triangle formed by Nottingham, 
Leicester, and Derby. Protected by exceptional public support within 
their communities, Luddite hands conducted at least 100 separate 
attacks that destroyed about 1,000 frames (out of 25,000), valued at 
£6,000–10,000. Luddism in the Midlands died down in Febru-
ary 1812, but it had already inspired the woollens workers of Yorkshire 
to take action, beginning in January. A third outbreak took place in 
April among the cotton weavers of Lancashire. Factories were at-
tacked by armed crowds. Thousands participated in these activities, 
including many whose livelihoods were not threatened directly by 
mechanization. Despite the diversity of the crowds, the Luddites 
generally destroyed only machines that were “innovations” or that 
threatened employment. They left other machines alone. The specific 
causes of these outbreaks varied not only according to region but also 
by sector. Collectively, these initial episodes of Luddism caused per-
haps £100,000 of damage. Further waves of machine-breaking, in 
which a few hundred additional stocking frames were destroyed, 
came in the winter of 1812–13, in the summer and fall of 1814, and in 
the summer and fall of 1816 and the beginning of 1817.63

However, the Luddites were no more successful than their predecessors, 
except in forcing the British government to deploy ever more troops 
against them (see the introduction). Hence, the political situation of 
workers remained one of despair. When the Luddite riots broke out, 
another Parliamentary committee heard petitions for relief from the 
cotton workers and reported to Parliament in 1812. The report makes 
clear that the government would do nothing to put Britain at a disad-
vantage in international trade, even if it meant that workers suffered: 
“While the Committee fully acknowledge and most deeply lament the 
great distress of numbers of persons engaged in the cotton manufacture, 
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they are of opinion that [there should be] no interference of the legis-
lature with the freedom of trade.”64 Lord Liverpool, who became prime 
minister that year, was even of the view that any temporary aid to 
workers who were made redundant would only impede their redeploy-
ment, to the detriment of the British economy. In a letter sent to Liver-
pool, Lord Kenyon explained that even though he did not expect the 
conditions of the working classes to improve as a result of the accelera-
tion in mechanization, the government should not seek to counteract the 
force of technology.65 Indeed, in 1812 and 1813, more than thirty Luddites 
were hanged.66

As many historians have noted, the machinery riots of the Industrial 
Revolution were not just the result of workers fearing displacement and 
unemployment because of technological advances. The fact that inci-
dents in which workers raged against machines became increasingly 
common during the Napoleonic War and the continental blockade of 
1806 suggests that other significant factors contributed to social unrest. 
Beyond cyclical economic downturns caused by war and disruptions to 
trade, the smashing of machinery was an expression of dissatisfaction 
with deteriorating incomes; long working hours; and the lack of suf-
frage, freedom, and dignity. In some cases people rioted against the fac-
tory system as such, not just against the spread of machines. The relative 
importance of these factors in explaining the many machinery riots is 
hard to disentangle, especially since some of them are intimately inter-
twined. Nonetheless, there are clear cases when workers particularly 
targeted machines they considered to be the cause of their misfortunes. 
In Lancashire, spinners spared spinning jennies with twenty-four or 
fewer spindles, while larger ones were destroyed. Moreover, rioters at 
times smashed machines that had nothing to do with the factory system. 
The “Captain Swing” riots that broke out in 1830 included more than 
two thousand riots across Britain that solely targeted agricultural ma-
chines. Between September and the end of November 1830, 492 ma-
chines were destroyed, the vast majority of which were threshing ma-
chines.67 Again, the British government took a stern line and ordered 
the army as well as local militias to take action against any rioters; 252 
death sentences were passed, though some sentenced to death were 
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instead deported to Australia or New Zealand.68 While historians have 
long debated the causes of the Captain Swing disturbances, Bruno Ca-
prettini and Hans-Joachim Voth, two economic historians, have shed 
new light on the matter, using newly compiled data on the diffusion of 
threshing machines. Their finding is intuitive: worker-replacing technol-
ogy was the key determinant of the probability of unrest.69 Where ma-
chines were adopted, the probability of riots was around 50  percent 
higher. Hence, although the smashing of machines in some cases might 
have reflected general economic and social dissatisfaction among 
workers, the statistical evidence on the matter suggests that machines 
themselves were the key cause of the workers’ concerns.

Engels’s Pause

The observation of Engels that industrialists “grow rich on the misery 
of the mass of wage earners” was largely accurate for the period he 
observed. While working people rioted against the mechanized factory, 
the British economy experienced a period of unprecedented growth. 
From the viewpoint of economic theory, it is a challenge to square 
stagnant or even falling real wages with a growing economy. But in the 
light of current economic trends, economists have developed models 
that show how wages and the labor share of income can fall as technol-
ogy progresses.70 As we shall see, these are also helpful in understanding 
the classic period of the Industrial Revolution. If technology replaces 
labor in existing tasks, wages and the share of national income accruing 
to labor may fall. If, in contrast, technological change is augmenting labor, 
it will make workers more productive in existing tasks or create entirely 
new labor-intensive activities, thereby increasing the demand for labor. 
The divergence between output and wages, in other words, is consistent 
with this being a period where technology was primarily replacing. Arti-
san workers in the domestic system were replaced by machines, often 
tended by children—who had very little bargaining power and often 
worked without wages. The growing capital share of income meant that 
the gains from technological progress were very unequally distributed: 
corporate profits were captured by industrialists, who reinvested them in 
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figure 5: Real Wages and GDP per Worker in Britain, 1770–1900
Sources: See appendix, this volume.

factories and machines. This was the period that Allen has described as 
“Engels’ pause,” the time that Engels observed and wrote about.71

The classic period of the Industrial Revolution was an age of indus-
trial capital. During the first four decades of the nineteenth century, the 
profit share of national income doubled, as both the share of land and 
labor declined. As noted above, in the classic years output grew almost 
four times faster than people’s wages. Over the next sixty years, however, 
the situation changed (figure 5). In the period 1840–1900, output per 
worker increased by 90 percent and real wages by 123 percent: the great 
divergence between labor and capital income in Britain was followed 
by an episode of compression. In 1887, this was observed by the chief 
statistician of the British government, Robert Giffen. Using data on in-
dividual incomes that had been compiled since the introduction of the 
British income tax in 1843, Giffen showed that the total income of 
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the wealthy had doubled since then, due to a doubling of the number 
of wealthy individuals. Not only had the number of wealthy people 
grown, but the total income of laborers had doubled as well, without 
their numbers increasing substantially. In other words, the wealthy had 
not become wealthier, there were simply more of them—while laborers 
were substantially better off.72

Giffen’s analysis did not come as a complete surprise. The British gov-
ernment was already well aware of the surging levels of tax revenue com-
ing from all sorts of laborers. Addressing the House of Commons more 
than two decades earlier, Prime Minister William Ewart Gladstone de-
clared that “it is a matter of profound and inestimable consolation to 
reflect that while the rich have become richer, the poor have become 
less poor. . . . ​[I]f we look to the average condition of the British la-
bourer, whether peasant or miner or operative or artisan, we know from 
varied and incontrovertible evidence that during the last twenty years 
such an addition has been made to his means of subsistence as we may 
almost pronounce to be without example in the history of any country 
and of any age.”73

A critical question is why real wages eventually began to rise. The 
most convincing explanation is that technological change became in-
creasingly labor-augmenting instead of labor-replacing, leading to the 
gradual replacement of physical capital by human capital as the main 
engine of growth. As with physical capital, the accumulation of human 
capital—in terms of skills, knowledge, and abilities—can be seen as 
an investment, because the costs of education and training may be offset 
by higher earnings at a later stage: productivity and the wages of work-
ers are linked to skills. A well-known study by the economist Oded 
Galor makes the case that human capital became crucial only during the 
later nineteenth century, when technological progress increased de-
mand for skills.74 Although by no means perfect measures of the variety 
of skills demanded, rates of literacy and years of schooling provide fre-
quently used indicators of human capital accumulation. In the early 
days of the industrialization process, investment in physical capital rapidly 
expanded, whereas human capital accumulation experienced little 
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change.75 In the period 1750–1830, literacy rates in Britain remained largely 
stagnant, but thereafter they increased rapidly.76 The average years of 
schooling among male participants in the workforce equally showed no 
increase before the 1830s, but they had tripled by the beginning of the 
twentieth century. Meanwhile, the investment ratio in Britain almost dou-
bled from 1760 to 1831 and then remained at roughly the same level until 
the outbreak of World War I.77 Thus, before the 1830s, it seems that tech-
nological progress served to increase the demand for physical capital, while 
replacing workers and rendering their skills redundant. After that point, 
however, it led to a relative increase in the demand for human capital.

An explanation for the long absence of human capital accumulation 
is simply that there was little demand for it. As Landes has pointed out, 
much work during the early days of the Industrial Revolution could be 
performed without much or any formal education.78 Literacy was rarely 
a requirement for employment in industry. Although workers in the fac-
tories clearly acquired new skills through on-the-job training, these jobs 
required less skill than the artisan jobs they were replacing. As Babbage 
noted at the time, before the factory, each worker had to be sufficiently 
skilled to perform every task in production—even the most difficult ones. 
There was no division of labor in the artisan workshop that allowed work-
ers to specialize in a narrow set of tasks. In contrast, the division of labor 
that characterized the factory allowed only highly skilled workers to per-
form the most difficult tasks, while unskilled work could be left to un-
skilled laborers. The surge in child labor that accompanied the spread of 
the factory system bears witness to this view. As noted above, during the 
early Industrial Revolution, the share of children (those younger than 
fourteen) in the workforce grew rapidly and reached about half of 
the workforce employed in textiles and a third of coal miners during the 
1830s.79 This was not a purely British phenomenon: evidence from the 
northeastern United States shows that the share of children employed 
in manufacturing grew during the early stages of American industri-
alization but peaked in the 1840s.80 In this regard, the American indus-
trialization process followed a pattern similar to that in Britain. A recent 
study of the U.S. experience by the economists Lawrence Katz and 
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Robert Margo points out that “the machines were “special purpose” 
because they were designed to accomplish specific production tasks that 
had previously been performed with hand tools by skilled artisans. . . . ​
Although special purpose, ‘sequentially implemented’ machinery dis-
placed artisans from certain tasks in production, the machines could not 
run on their own—they required ‘operatives.’ Operatives were less skilled 
than the artisans they displaced in the sense that an artisan could fashion 
a product from start to finish, while the operative could perform a smaller 
set of tasks aided by machinery.”81 As the factory displaced the domestic 
system, Katz and Margo find, America experienced a hollowing out of 
middle-income artisan jobs—quite similar to the experience of today, 
when computers have caused middle-income jobs to be automated away 
(we shall return to the contemporary pattern in chapter 9). But instead of 
being replaced by computer-controlled machines, middle-income work-
ers were replaced by machine-tending children.

However, this pattern becomes murkier over the course of the nine-
teenth century. To return to the British context, by the 1850s, the par-
ticipation of children in the workforce had fallen dramatically. Quite 
possibly, the Factory Acts of the 1830s, which regulated working hours 
and improved the conditions of children in the factories, increased the 
cost of child labor and thus spurred the adoption of steam power, 
though causality might equally have run in the other direction. Regard-
less, the more widespread adoption of steam power from the 1830s on-
ward, and the subsequent arrival of machines of greater size, meant that 
more-skilled operatives were required: the complementarity between 
factory equipment and the human capital necessary to operate it grew 
stronger as machines became more complex. Contemporaries like Peter 
Gaskell had already observed this tendency in the 1830s: Gaskell as-
serted that “since steam-weaving became so general as to supersede the 
hand-loom, the number of adults engaged in the mills have been pro-
gressively advancing; inasmuch that very young children are no longer 
competent to take charge of a steam-loom.”82

Determining when technological progress became augmenting is 
hard. Real wages started to grow after 1840, suggesting that there was an 
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inflection point around that time. But the process was naturally as grad-
ual as the adoption of new technologies. Steam power started to have a 
meaningful impact on aggregate growth only in the 1830s, around the 
time when child labor reached its peak. The first railroads were also built 
in the 1830s, and their growth over the later part of the nineteenth 
century exacerbated the growing demand for human capital. With the 
railroads, the Industrial Revolution went from local to national, as larger 
factories took advantage of economies of scale to serve expanding 
markets. Because steam power was more rapidly adopted by larger fac-
tories, the transportation revolution made production more skill inten-
sive. Accelerating productivity growth, which accompanied the adoption 
of steam, also helped offset some of the negative consequences of dis-
placement for labor by creating additional demand in the economy. But 
the reason that real wages grew even more rapidly than productivity is 
that labor was benefiting from the creation of new jobs more broadly. 
As factories grew in numbers and size, entirely new skilled occupations 
emerged. Factories needed managers, accountants, clerks, salespeople, 
mechanical engineers, machinists, and so on. The growing promi-
nence of skilled occupations was probably a contributing factor to 
the surge in literacy over the second half of the nineteenth century: 
workers in skilled occupations were more literate than those in un-
skilled ones.83

Did the growing importance of human capital cause wages to grow 
after 1840? Skeptics have pointed out that evidence on the evolution of 
the skill premium, as economists call it, is sparse for the nineteenth 
century.84 One study has found that there was no return on human capi-
tal, but this is no surprise since it focused on the return on old skills in 
construction, which were not affected by mechanization.85 However, 
mechanization required new skills, which were eventually reflected in 
workers’ wages. In the American context, James Bessen has traced the 
wage trajectories of factory weavers over the course of the nineteenth 
century, as the power loom and steam came into use. Similar to the 
macroeconomic trends in wages in Britain, growth in the wages of fac-
tory weavers in America followed mechanization only after a delay of 
several decades. The reason, Bessen argues, is simple: power-loom 
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weavers needed new skills that took time to acquire, and their skills took 
even longer to be reflected in their wages. Because the new technologies 
were initially not standardized across factories, which often used differ
ent types of looms, the skills of the weavers were not of much use in 
factories other than the one in which they worked. Consequently, it was 
only after machines had become more standardized that factory work-
ers could threaten to leave their jobs if they were not paid for their skills.86

Of course, factors other than education and skills might have affected 
long-run trends in wages as well. Government regulation, such as mini-
mum wage requirements, and the bargaining power of labor unions are 
other significant variables, but they cannot account for the surge in 
wages relative to output in Britain around 1840. The first minimum wage 
in Britain was introduced only in 1909. Moreover, Owenism and Char-
tism (the most significant ideologies before the mid-nineteenth 
century) did not establish any significant national labor movement: 
“There seems to be little evidence . . . ​that the movement was either 
extensive or coordinated enough to make much impact on the distribu-
tion of income in Britain before 1850.”87 Even as late as the 1890s, when 
the first comprehensive statistics on union density were published, 
unionization rates across Britain were low: about 4 percent of the work-
force were members of a union.88 Rising wages are best explained by the 
industrialization process itself.

Conclusion

It is often suggested that the British Industrial Revolution marked the 
beginnings of a great divergence between the West and the rest. But just 
as important, early mechanization was accompanied by a great diver-
gence within Britain as well. This period, which has been called Engels’s 
pause, saw stagnant or even deteriorating living standards for many citi-
zens. It took some seven decades for common people to see the benefits 
of technological progress trickle down into their pockets. The earnings 
of hand-loom weavers, for example, rapidly diminished in response to 
the spread of the power loom. In the early days of industrialization, the 
gains from growth overwhelmingly went to owners of capital.
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In preindustrial times, monarchs frequently held technology back to 
reduce the risk of political upheaval, as they had little gain and much to 
lose from creative destruction. By the eighteenth century, however, a 
new industrial class had become a strong political force in Britain. Since 
machines were critical to Britain’s competitive advantage in trade, and 
thus the fortunes of industrialists, political leaders were determined to 
facilitate the diffusion of machine technology—even if it came at the 
expense of workers’ utility. As discussed above, perhaps more important 
was the growing competition among nation-states and the erosion of 
the political power of craft guilds, which meant that the ruling classes 
suddenly had less to lose and more to gain from mechanization. Thus, 
governments began to side with innovators and pioneers of industry 
rather than with angry workers. Though it may seem illogical that 
workers willingly accepted the rise of the factory if it reduced their well-
being, this incorrectly presumes the absence of coercion. As the mecha-
nized factory displaced the domestic system, causing the incomes of 
artisan workers to vanish, many raged against the machine. The Lud-
dites did their utmost to bring progress to a halt, but their case was 
hopeless, as they lacked political power. That was now held by those who 
stood to gain from progress, to the detriment of many other people.

The short run, however, must be distinguished from the long run. 
During the closing decades of the Industrial Revolution in Britain, a 
new growth pattern emerged: as productivity growth accelerated with 
the adoption of steam, real wages began to rise in tandem. This happened 
largely in the absence of organized labor or any significant government 
intervention to boost wages. The reason is straightforward. During the 
classic years of industrialization, technology took the form of capital 
that substituted for skilled workers in existing tasks, as the mechanized 
factory displaced the domestic system. While new tasks also emerged 
in the early factories, they required a different breed of worker: spinning 
machines were designed to be tended by children who cost little to em-
ploy, had no bargaining power, and were relatively easy to control. Much 
like advanced robotics today, machine-tending children replaced 
middle-income workers. In contrast, in the later stages the arrival of 
more complex machines required more skilled workers in the factories, 
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who found their skills augmented by technology. And ever-larger facto-
ries required more engineers and more skilled people in management 
and administration. Technical change turned from replacing to en-
abling, which served to increase the bargaining power of labor as work-
ers’ skills became more valuable. It is hardly a coincidence that the 
arrival of the modern growth pattern marked the end of widespread 
resistance to machinery. Attitudes toward technological change, as we 
shall see, are shaped by whether people can expect to benefit from it.





Part III
The Great Leveling

The Luddites, who opposed technological change, proved very 
wrong, insofar as new, higher-paying opportunities for work 
opened up to replace the ones they lost. Henry Ford’s invention 
of the assembly line for producing automobiles in his Highland 
Park, Michigan, facility actually lowered the average skill levels 
required to build an automobile, breaking apart the complex 
operations of the earlier carriage craft industry into simple, 
repeatable steps that a person with a fifth-grade education could 
accomplish. This was the economic order that supported the rise of 
a broad middle class and the democratic politics that rested on it.

—fr a ncis fuku ya m a, polit ica l or der a n d  
polit ica l decay

Fears that technological advances will wipe out jobs aren’t new. 
During the Depression in the 1930s, Charles Beard and other 
leading American thinkers blamed engineers and scientists for 
creating the conditions for mass unemployment. In the early 
1960s, fears of automation returned as businesses began heavily 
relying on computers for the first time and machine tools 
slowed job growth on the shop floor. Even Woody Allen, then a 
rising standup comedian, took note of the automation hysteria 
in a routine about how an automated elevator destroyed his 
father’s job.

—gr egg pa sca l zach a ry, “does technology  
cr e ate jobs, destroy jobs, or som e of both?”
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Could mechanization have progressed uninterrupted if people’s stan-
dard of living had continued to deteriorate and Engels’s pause had per-
sisted? Running the counterfactual is of course impossible, but workers 
in the early nineteenth century clearly didn’t meekly accept market out-
comes, and those who found their livelihoods threatened by machines 
did their utmost to resist them. Why Western countries in the twentieth 
century rarely saw Luddites opposing the introduction of machinery is 
a question to which historians have unfortunately paid little attention. 
The reason, however, is evidently not that the pace of change deceler-
ated. On the contrary, with the introduction of steam power in the second 
half of the nineteenth century, mechanization accelerated. And follow-
ing electrification and the arrival of the internal combustion engine—
known as the Second Industrial Revolution—mechanization increased 
even further in the twentieth century.

While other European countries took different approaches to in-
dustrialization, what they have in common is that they industrialized 
later than Britain. They were able to play industrial catch-up by adopting 
technologies already invented in Britain, which allowed them to take dif
ferent paths to industrialization. As discussed above, in France, the im-
minent threat from below during the revolutionary era meant that the 
government could not repress worker agitation against machinery, as the 
ruling elites did in Britain. Consequently, as Jeff Horn has argued, indus-
trialization in France was not only delayed but was also fundamentally 
different, as it was characterized by greater state intervention—which 
mediated the different interests between labor and capital.1 And in Prussia, 
like in Britain, institutional reforms that removed guilds’ restrictions on 
trades were fundamental in facilitating industrialization.2 But unlike in 
Britain, in Prussia education played a much greater role in industrial-
ization from the beginning. We saw in chapter 5 that education became 
important in Britain only in the later stages of industrialization when 
more skill-intensive technologies, like steam power, came into play. In 
Prussia, technologies already invented in Britain could simply be put to 
use with the necessary skills, so that education played a greater role in 
industrialization from the start.3
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The focus here, however, is not on explaining divergent paths to in-
dustrialization. Catch-up growth will always be different from growth 
that stems from expanding the frontiers of technology into the un-
known.4 With the Second Industrial Revolution, which began in the 
1870s, the United States took over technological leadership from 
Britain—which means that to trace the frontiers of technology, we shall 
henceforth have to focus on the American experience. The key question 
is why resistance to machinery ended. To be sure, the rise of the welfare 
state made the experience of losing one’s job less harsh. But as late as 
1930, welfare spending in America (including unemployment benefits, 
pensions, and health insurance and housing subsidies) accounted for a 
mere 0.56 percent of the gross domestic product.5 It took the Great De-
pression and World War II to spawn the rise of the welfare state. Of 
course, the relative absence of Luddite sentiment might also reflect the 
fact that workers joined labor unions to fight for better pay and working 
conditions. But unlike the craft guilds of the preindustrial era, which 
vehemently opposed the technologies they perceived to threaten their 
members’ skills, unionized workers didn’t focus their anger on ma-
chines. While the United States may have had the most violent labor 
history of the industrial world, after the 1870s, workers rarely if ever 
targeted machinery. Why? The reason, I shall argue in the following 
chapters, is that people began to see technology as working in their own 
interest. Though it is hard to prove that this caused the relative absence 
of Luddite sentiment throughout the twentieth century, that absence is 
even harder to explain in isolation from what actually happened to 
working people as a result of technological progress.

We know that new technology can destroy jobs, create entirely new 
ones, or radically transform the nature of jobs that on paper appear to 
be the same. As noted above, if technological change is of the replacing 
sort, productivity growth alone might not offset its negative impacts on 
employment and wages. Enabling technologies, in contrast, not only 
increase productivity but also reinstate labor in entirely new tasks, oc-
cupations, and industries more broadly. In a major study, the econo-
mists Michelle Alexopoulos and Jon Cohen found that America’s great 
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inventions of the period 1909–49 were predominantly of the enabling 
sort. Some jobs were clearly destroyed as new ones appeared, but overall, 
new technologies boosted job opportunities enormously. Indeed, gigan-
tic new industries emerged, producing automobiles, aircrafts, tractors, 
electrical machinery, telephones, household appliances, and so on, which 
created an abundance of new jobs. Vacancies rose and unemployment 
fell as the mysterious force of technology progressed.6 The technologies 
that Alexopoulos and Cohen examined were those of the Second Indus-
trial Revolution. The authors demonstrate that the internal combustion 
engine and electricity did more to create jobs than other technologies. 
Labor-saving machinery had similar effects on productivity, but it did 
not boost employment by as much—which suggests that electricity and 
the internal combustion engine also placed workers in previously un-
imaginable jobs. Thus, economists have come to conclude that this was 
a period when technology was working in the interest of labor. As Daron 
Acemoglu and Pascual Restrepo write: “The importance of . . . ​new 
tasks is well illustrated by the technological and organizational changes 
during the Second Industrial Revolution, which [led to] the creation of 
new labor-intensive tasks. These tasks generated jobs for a new class 
of engineers, machinists, repairmen, conductors, back-office workers 
and managers involved with the introduction and operation of new 
technologies.”7

In a world where enabling technologies create an abundance of new 
and better-paying jobs, even replacing technologies are not too bad for 
labor. While the twentieth century was a period of unprecedented 
churn in the labor market, it was also one in which most workers could still 
expect to come out ahead. The ever-growing number of semiskilled jobs 
created in America’s factories provided abundant opportunity even for 
those who found themselves displaced. Men were able to leave the 
drudgery of working in the fields for more pleasant and better-paying 
factory jobs. Indeed, rather than being pushed out of the farms by re-
placing technologies, most people were pulled into the smokestack cit-
ies of the Second Industrial Revolution, which offered better pay and 
working conditions. At the same time, the mechanization of the 
household allowed women to leave unpaid housework behind for paid 
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office jobs (chapter 6). Some farm laborers, railroad telegraphers, eleva-
tor operators, longshoremen, and so on surely lost out—especially dur-
ing the 1930s, when the Great Depression meant that there were fewer 
alternative job options, prompting incidents of machinery angst. Yet 
even then, there was not any worker resistance to the introduction of 
machinery comparable to the sort we saw in the nineteenth century 
(chapter 7). For labor, the benefits of mechanization were simply too 
large. The continued expansion of manufacturing and rising educational 
attainment allowed the vast majority to switch into better-paying and 
less hazardous jobs, making ordinary Americans the prime beneficiaries 
of progress (chapter 8). True, labor-management relations is likely to 
have played a role in easing the transition, along with increasing work-
ers’ wages and improving working conditions in general. True, the emer-
gence of the welfare state made losing one’s job less harsh. The point is 
not to downplay the importance of social inventions. The point is that 
technology itself made everyone better off, to the point where members 
of Karl Marx’s proletariat became firmly middle class. Consequently, 
the rational response of labor was to allow mechanization to progress 
while minimizing the adjustment costs imposed on working people. 
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When Thomas Jefferson visited Britain in 1786, America was a young 
republic and a technological backwater. James Watt’s steam engine was 
the technological wonder of the time and proof of Britain’s relative tech-
nological progressiveness. It is “simple, great, and likely to have exten-
sive consequences,” Jefferson remarked.1 Those consequences would 
eventually become apparent in America as well. During his travels 
across North America in 1831, Alexis de Tocqueville marveled that “no 
people in the world have made such rapid progress in trade and manu-
factures as the Americans.”2 The once-lagging United States was catch-
ing up in some sectors and would soon take the technological lead in 
others. By the time of the Paris Universal Exposition of 1867, American 
technological progressiveness was widely acknowledged: Americans 
received prizes and medals for a wide variety of new technologies, rang-
ing from telegraphs, locomotives, and sewing machines to reaping and 
mowing machines. Over the next half century, annual patenting almost 
quadrupled, having expanded thirteenfold after the Crystal Palace Ex-
hibition of 1851. Thus, in 1900, when Edward W. Byrn surveyed recent 
technological progress at the Patent Office, he observed:

a gigantic tidal wave of human ingenuity and resource, so stupendous 
in its magnitude, so complex in its diversity, so profound in its 
thought, so fruitful in its wealth, so beneficent in its results, that the 
mind is strained and embarrassed in its effort to expand to a full ap-
preciation of it. . . . ​With the advent of the dynamo electricity has 

6

From Mass Production 
to Mass Flourishing
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taken a new and very much larger place in the commercial activities 
of the world. It runs and warms our cars, it furnishes our light, it 
plates our metals, it runs our elevators, it electrocutes our criminals; 
and a thousand other things it performs for us with secrecy and dis-
patch in its silent and forceful way.3

Electricity and the internal combustion engine were the general pur-
pose technologies of the century, not only affecting every aspect of in-
dustry but also transforming the lives of average citizens. One of the 
great coincidences in economic history is that Karl Benz’s successful 
trial of his gas engine on New Year’s Eve 1879 occurred just ten weeks 
after Thomas Edison’s invention of the electric light bulb.4 Thus, if 
the annus mirabilis of the Industrial Revolution was 1769, when Richard 
Arkwright and Watt both patented their defining inventions, 1879 can 
be seen as the symbolic beginning of the Second Industrial Revolution. 
The individual contributions of Edison and Benz should not be overstated, 
however. They were part of the tidal wave of innovation that transformed 
industry, culminating in the age of mass production. As the American 
businessman Edward Filene noted, mass production was to the Second 
Industrial Revolution what the factory system was to the first.5

Electrifying the Factory

Mass production will always be associated with the Ford Motor Com
pany. The achievement of Henry Ford and his engineers was not just to 
develop a revolutionary new vehicle: they successfully harnessed elec-
tricity to devise an advanced system of production as well. Before the 
arrival of the Model T, “mass production” was not even part of our vo-
cabulary. By 1928, when Ford opened its complex in River Rouge, Mich-
igan, the term had become universal. Although it was first properly 
defined in an article published under Henry Ford’s name—but written 
by Ford’s spokesman, William J. Cameron—in the Encyclopaedia Britan-
nica, it gained traction before the article appeared due to a Sunday fea-
ture in the New York Times in 1925 titled “Henry Ford Expounds Mass 
Production.” Ford’s ghostwritten article argued that mass production 
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was an American invention. According to his own definition, which en-
tailed the complete elimination of manual labor in the fitting of parts, 
he was right in thinking so.6 And like the factory system of the British 
Industrial Revolution, it was a technological event—it required a 
machine-tool industry capable of producing interchangeable parts and 
electric motors to drive the machines. The flood of new goods and gad-
gets demanded by ordinary Americans could not possibly have been pro-
duced in large numbers at sufficiently low cost without these two 
developments.

In some ways, mass production was an extension of the factory sys-
tem with new and better technologies. As the historian David Houn-
shell has argued, the road to mass production began in antebellum 
America. Eli Whitney, Samuel Colt, Isaac Singer, and Cyrus McCor-
mick are often viewed as the pioneers of the so-called American system 
of manufacturing, in which complex products are assembled from mass-
produced individual and interchangeable parts. The superiority of this 
system was widely recognized during the 1851 Crystal Palace Exhibition 
in London. As one visitor observed, “Nearly all American machines did 
things that the world earnestly wished machines to do. . . . ​Most exciting 
was Samuel Colt’s repeat-action revolver, which was not only marvel-
ously lethal but made from interchangeable parts, a method so distinctive 
that it became known as the American system.”7

Yet the concept of interchangeable parts was not an American inven-
tion, if it can be regarded an invention at all. Christopher Polhem, a 
Swedish engineer, produced a wooden clock using interchangeable 
parts in the 1720s. The achievement of American industry was to devise 
sufficiently accurate machine tools to allow uniform parts to be mass-
produced. For parts to be interchangeable, they had to be identical. The 
ability to produce identical parts in large numbers only followed suc-
cessive improvements in machine tools. Much of the machine technol-
ogy that eventually found its way into Ford’s factories had its origins in 
the production of firearms, from which the machine-tool industry 
emerged.8 Colt’s dictum that “there is nothing that cannot be produced 
by machinery” outlined the principle that Ford later would turn into 
practice.9 Colt’s dictum rested on his faith in machine tools, a faith that 
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was not widely shared at the time. In 1854, during the Crimean War, the 
British Parliament had formed a select committee to investigate ways of 
producing arms in the cheapest possible manner. To explore the ques-
tion of whether small arms could be produced by machines, the Amer
ica system provided a natural staring point. Joseph Whitworth, a 
machine-tool manufacturer from Manchester and one of the experts 
called upon to give evidence to the committee, visited manufacturing 
establishments in some fifteen American cities. Whitworth was clearly 
impressed with what he witnessed. In his report, he noted that “when-
ever it [machinery] can be introduced as a substitute for manual labour, 
it is universally and willingly resorted to.” Whitworth did not share Colt’s 
view that everything could be mechanized. Skilled hand labor would al-
ways be required, he argued before the committee. The key point of dis-
agreement concerned the interchangeability of parts. Colt was of the view 
that machines were capable of churning out identical parts, requiring no 
manual labor to make them sufficiently uniform. In contrast, Whitworth 
maintained that sufficient uniformity would be impossible to achieve, so 
that hand labor would always be needed for fitting purposes.10

Great technological leaps are by definition rare, and it was another 
half century before Ford proved Colt right. Ford was the first to demon-
strate that minimizing costs and maximizing production was a profit-
maximizing strategy, allowing companies to tap into a seemingly unlimited 
consumer market. But as Hounshell has noted, this strategy required 
better machines that made it possible to produce uniform parts. Well 
aware of the assembly problems associated with interchangeable parts 
not being identical, Ford’s engineers made accuracy the prime machine-
tool requirement. Special machines were built for this purpose. “Ford’s 
machinery was the best in the world, everybody knew it,” one con
temporary authority on the subject remarked.11 No hand labor for 
fitting was required in any of Ford’s assembly departments. In 1908, 
when the Model T left the factory, it was the first product to meet these 
standards.

The remaining challenge was assembling the parts. The solution was 
found in continuous flow production, which allowed workers to remain 
stationary as parts were moved to them. A prerequisite for the moving 
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assembly line was the diffusion of electric power throughout the factory 
to provide light and power machines. Electricity triggered a complete 
reorganization of production. The moving assembly line introduced at 
Highland Park, just north of Detroit, Michigan, in 1913 successfully har-
nessed all of this new technology. Electric motors permitted the use of 
machines of greater accuracy and speed; electric craneways reduced 
labor requirements in handling and hauling; electric light facilitated 
precision work; and electric fans made the factories healthier and tem-
peratures more bearable. And most importantly, the flexibility offered 
by electricity allowed for constant reconfiguration of the factory to 
speed up production. The assembly of a Model T took around twelve 
man-hours in 1913. A year later the same car could be assembled in one 
and a half hours, while electrification allowed for similar time savings 
in the production of individual components.

To be sure, many factories were electrified before 1900, yet electricity 
in its early days was mainly used for lighting. Between the opening of 
Edison’s Pearl Street, New York City, station in 1882 and World War I, 
the cost of household lighting declined by 90  percent due to the 
availability of better bulbs and improvements in power generation and 
transmission. Though the benefits of electric light are hard to quantify, it 
clearly had significant technical advantages over gas. Electrification made 
working conditions healthier by reducing the level of air pollution in the 
factories. It made the workplace safer by reducing the risk of fire, which 
lowered fire insurance costs. And, brighter light improved accuracy, allow-
ing interchangeable parts to be made sufficiently uniform to eliminate 
hand fitting. In short, for a variety of reasons it benefited businesses and 
workers alike. Reports suggest that worker absence due to illness decreased 
by 50 percent following the introduction of electric light. It is therefore 
hardly surprising that when the U.S. Government Printing Office allowed 
workers to choose between electric light and gas, all chose electricity.12 The 
superiority of electricity was simply overwhelming in every conceivable 
way. As an electrician at one printing office pointed out: “The advantage 
to be gained from changing over from belted steam driving to individual 
electric motor for printing-press work is not alone in power saved, but bet-
ter grade of work, less spoiled sheets, cleaner, healthier rooms for 
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employees, less repairs to machinery, and most of all, an increased prod-
uct without a corresponding decrease in value of the presses by running 
at too high speed. There has never been a hitch in the motive power; not 
a motor has given out. In fact, such a freedom from interruption of power 
has never been known in the history of the office.”13

The use of electric motors long remained confined to traction, how-
ever. At the beginning of the twentieth century, steam and water still 
provided more than 95 percent of the mechanical power in American 
factories. But during the early part of the century, supply-side changes 
propelled factory electrification, and electric motors supplied 80 percent 
of the mechanical drive in 1929.14 From Chicago to the Gulf of Mexico 
and from the Atlantic Coast to the Great Plains, contemporaries ob-
served that America was experiencing a “giant power transformation . . . ​
comparable only with the industrial revolution that began a hundred 
years ago.”15 This new power transformation, a reporter for the New York 
Times wrote in 1925, was “bringing a Second Industrial Revolution.”16

One reason for the delay is that electric drive required motors that 
were sufficiently reliable and efficient to outperform mechanical sys-
tems driven by steam or water. Such motors gradually arrived after 1884, 
when Frank J. Sprague developed the first practical DC motor. Tests 
soon showed the virtues of the new electrical system: energy loss from 
friction created by the gears, shafts, and belts of mechanical systems 
made the benefits of the electric motor all the more apparent. The shift 
to electric motors was gradual but relentless. As their capacity grew al-
most sixtyfold over the first half of the twentieth century, their use 
surged—making electricity by some margin the chief prime mover of 
industry. Another contributing factor was the arrival of the AC motor, 
developed by Nikola Tesla, which could be adapted to drive just about 
any machine: “Tesla’s contributions to the introduction and rapid diffu-
sion of AC electric motors was [thus] no less important than Edison’s 
efforts to commercialize incandescent light.”17 In fact, the contribution 
of electric motors to American productivity was far greater than the pro-
ductivity effects of electric light. Electricity could no longer just light 
things, it could power them as well.
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But the more important reason why the prime contribution of elec-
tricity to productivity took so long to take effect was that realizing the 
full benefits of factory electrification required experimentation with 
reconfiguring the factory: “Just as electrifying the city was not merely a 
matter of substituting streetlights and trolleys for gaslight and horsecars, 
electrifying the factory was more than a simple substitution of motors 
for water wheels and steam engines.”18 Electrification, reorganization, 
and modern management were all part of the same process. As Paul 
David has noted, the main boost to American manufacturing productiv-
ity was delivered only in the 1920s, two generations after the first facto-
ries were electrified.19 This was in large part due to the relatively late 
transition to unit drive, which has been outlined in some detail by the 
economic historian Warren Devine Jr.20 Before 1900, direct drive—by 
which machines were connected to a centrally located power source, 
most often a steam engine or water wheel, through a mechanical link—
had been the predominant production system. In this system, steam 
engines and water wheels were simply replaced by electric motors as the 
source of power, but there was no reorganization of production. The 
entire network of line shafts and countershafts still operated continu-
ously once the central power source was started, regardless of the num-
ber of machines in use. And if the central power source broke down, 
all  of the machines ceased to work, meaning that production was 
down until the power source had been repaired. Like in steam- and 
water-powered factories, the power source was often housed in its own 
room, and thus a jungle of leather belts, pulleys, and rotating shafts was 
required to distribute power throughout the factory. The basic design 
of factories had barely changed since the days of water power, when the 
distribution of power dictated the organization of production.

Dispensing with the apparatus for mechanically distributing power 
throughout the factory was a critical step in harnessing the flexibility of 
electricity. Yet fully appreciating the virtues of electric motors as a means 
of driving machinery took a long time, as mentioned above. Group 
drive was an intermediate stage in the evolution of the factory that al-
lowed medium-size motors with shorter shafts to drive groups of 
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machines. Then electrical engineers found that they could get rid of the 
shafts altogether by equipping each machine with smaller electric 
motors. The switch to unit drive unleashed a revolution in factory de-
sign. The flexibility of unit drive allowed factory workflows to be recon-
figured to accommodate assembly line techniques, as machinery could 
now be arranged according to the natural sequence of manufacturing 
operations. To take full advantage of assembly-line techniques, new fac-
tories like Ford’s in River Rouge were single-storied, which had further 
benefits—including substantially lower construction costs per square 
foot. And the elimination of the system for mechanically distributing 
power made it easier to install overhead cranes for the hauling of inter-
changeable parts, as rotating shafts were no longer hanging from the 
ceiling. Many of these changes saved more capital than labor, and most 
labor savings were related to construction and maintenance tasks rather 
than operations. Harry Jerome noted this at the time:

Changes in industrial technique not altering materially the amount of 
labor involved in the operation immediately affected, may, neverthe-
less, alter substantially the labor required in other processes; for ex-
ample, through a reduction in the floor space required, in reduced 
waste of materials or damage to product, or through savings in fuel, 
power, supplies, or wear and tear on machinery. All these—floor space, 
materials, equipment—require labor in their construction, and any 
economies in their use have an indirect effect on the demand for labor. 
Thus the electrification of the power department of a factory may re-
duce maintenance labor owing to the absence of belts and shafting.21

How did workers fare as a result of electrification? We shall return to 
this question in chapter 8, but apart from the health benefits described 
above, it is noteworthy that working Americans also saw their incomes 
grow rapidly. Mass production not only put an array of new goods 
within the reach of average American households but also put labor on 
a virtuous cycle in which the explosive growth of manufacturing required 
an ever-growing number of operators whose skills were made more 
valuable by more capital being tied up in machines. Factory jobs were 
simple compared to the emerging jobs in today’s tech industries, and 
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workers could learn most tasks swiftly on the job. As the historian David 
Nye has pointed out, “One advantage of making the tasks brief was that 
every job could be learned quickly. Not only could virtually anyone 
work at Ford; workers could be moved around.”22 To be sure, as will be 
discussed in chapter 7, the speedy churn in the labor market brought 
some adjustment problems. But on the whole, in the period up until 
the 1970s, most people could expect to see their wages rise. As the 
economist Frederick C. Mills observed in the 1930s, “Under the pressure 
of mechanization men have had to learn to do new things in new ways.”23 
In the glass industry, for example, Jerome notes that the “potential dis-
placement of hand blowers [had been] met successfully . . . ​by the con-
version of jar blowers into blowers of other forms of ware unaffected by 
the machine; or by placing hand blowers in positions as machine work-
ers.”24 In many industries, not just glass, hand labor shifted to machine-
aided operations. As factories were electrified, some workers were re-
placed in maintenance and hauling tasks, but the enlargement of machine 
operations meant that more productive and better-paying jobs emerged 
for them (chapter 8). The greatest virtue of the Second Industrial Revo-
lution was that it created entirely new jobs for average people at the same 
time as making new goods available to them. The flood of electric appli-
ances that entered American households benefited people in their capac-
ity as consumers and producers alike.

Machines of Liberation

If the prime feature of the Industrial Revolution was the mechanization 
of industry, the defining characteristic of the Second Industrial Revo-
lution was the mechanization of the household. While steam power 
transformed the factory in the nineteenth century, it left the home un-
touched. Electricity, in contrast, revolutionized the home as well. Com-
panies like General Electric and Westinghouse led the way in expanding 
the array of electrical appliances available to the average citizen, such as 
the iron (first introduced in the market in 1893), vacuum cleaner (1907), 
washing machine (1907), toaster (1909), refrigerator (1916), dishwasher 
(1929), and dryer (1938), to name just a few. All of these inventions were 
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by no means American, but America was their largest market and the 
American housewife their greatest beneficiary. The so-called household 
revolution did not just make the home more comfortable and enjoyable. 
It also replaced the housewife in an array of unpaid tasks, which allowed 
women to take on paid jobs in industry, contributed to a rapid expansion 
of the American labor force, and delivered a boost to household income. 
Pioneers of electrification foresaw this development. In 1912, Edison told 
Good Housekeeping: “The housewife of the future will be neither a slave 
to servants nor herself a drudge. She will give less attention to the home, 
because the home will need less; she will be rather a domestic engineer 
than a domestic labourer, with the greatest of all handmaidens, electricity, 
at her service. This and other mechanical forces will so revolutionize the 
woman’s world that a large portion of the aggregate of woman’s energy 
will be conserved for use in broader, more constructive fields.”25

Consider the American home of 1900. Most homes still lacked 
running water, and very few had electricity and central heating (fig-
ure 6). In the absence of electricity, light was typically provided either 
by candles or kerosene lamps. The danger of fire was part of everyday 
life, and in the worst cases sparks from open-flame lamps or open 
hearths could set entire homes ablaze. The discovery of fire during the 
Stone Age was an invention that the household still relied upon. Before 
the days of central heating, an open hearth provided most of the heat. 
Wood or coal had to be carried into the home, and removing the ashes 
and making up the fire each day was tedious work. And despite the 
considerable effort involved in keeping the dwelling warm, most rooms 
were as cold as the outside during the winter: “Rags stuffed into cracks 
provided the only insulation. Most rooms were hotter near the ceiling, 
floors almost universally chilly.”26 In American bedrooms, iron ingots 
or ceramic bricks (which had to be heated in the kitchen stove) placed 
in the bed provided the main source of heat on cold nights. Moreover, 
the lack of running water meant that for nearly every American the plea
sure of taking a bath entailed carrying a heavy tub made of wood or tin 
into the kitchen, where it was filled with water heated on the stove: 
“Even in the early twentieth century, working-class housewives had to 
haul water from hydrants in the street, a task little different from 
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centuries when farm housewives had brought water from the nearest 
creek or well. All the water for cooking, dishwashing, bathing, laundry, 
and housecleaning had to be carried in—and then hauled back out 
after use.”27

For women in agriculture, who devoted their labor to both the farm 
and the household, life was particularly harsh. In addition to taking 
care of the home, nearly all poultry flocks were cared for by women, 
who were also responsible for feeding the livestock and frequently 
helped in the fields. A 1920 report by the Department of Agriculture 
found that women on average worked 11.3 hours per day during the year 
and 13.1 hours in summer. They had 1.6 hours of leisure time during a 
summer day and an extra 0.8 hours in the winter. Half of the women 
surveyed were up at 5:00 a.m. As the majority of farms lacked running 
water, the day typically began with a walk to the spring or the pump 
from which water was hauled for the preparation of breakfast—which 
was made without the help of any electric kitchen appliances. Rural 
electrification, the report argued, was part of the solution: “As power on 
the farm is the greatest of time savers for the farmer, so power in the 
home is the greatest boon to the housewife.”28 Yet rural electrification 
took off only after President Franklin D. Roosevelt signed the national 
law establishing the Rural Electrification Administration on May 2, 1936, 
which provided funds to local cooperatives that private power compa-
nies had neglected.

As more homes electrified, American companies made a push to ex-
pand the use of electric appliances by seeking to appeal directly to 
housewives (figure  6). During the 1930s, a pamphlet handed out in 
Muncie, Indiana, aptly featured the phrase, “Electricity, the Silent Ser-
vant in the Home.” A General Electric advertisement read: “A Man’s 
Castle is Woman’s Factory.”29 The message was clear: hiring the silent 
electric servant would free up time spent on household chores. Many 
tasks that are thought of as simple today were not so simple back then. 
Take, for example, the task of washing. In 1900, 98 percent of households 
used a scrub board. Hand washing entailed carrying wood or coal to the 
stove, where the water was heated. Then, the clean clothes had to be 
wrung out, mostly by hand, and hung on clotheslines to dry. After that, 
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the equally laborious task of ironing began. Instead of an electric iron, 
heavy flatirons were used, which required continuous heating on the 
stove. According to one study carried out in the mid-1940s, the electric 
washing machine saved three hours and nineteen minutes relative to 
hand washing for every wash. A woman doing laundry by hand walked 
3,181 feet to complete the task, but only 332 feet if she used electricity. In 
similar fashion, the time required for ironing was reduced from 4.50 to 
1.75 hours, and the amount of walking required was cut by almost 
90 percent.30

It is worth noting that electricity became the servant of wealthy and 
poor alike. New technologies were evidently first adopted by more af-
fluent Americans: even on the same street, some women might be scrub-
bing clothes by hand as in medieval times, while others had an electric 
washing machine. Over time, however, along with access to basic 
household facilities, the relative reduction in the price of appliances 
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made them available to all. When the National Electric Light Associa-
tion (NELA) surveyed the adoption of electric appliances among Phila-
delphia households in 1921, it found that only the iron and the vacuum 
cleaner had reached half of the respondents. Electric refrigerators had a 
slower start in part because iceboxes provided a cheaper alternative, but 
also because refrigerators long remained unaffordable to most Ameri-
cans even if they were willing to replace their iceboxes. In 1928, a refrig-
erator cost $568, but its price fell rapidly so that the cost was only $137 in 
1931—and refrigerator sales skyrocketed in response. Most other appli-
ances were already affordable to most Americans. The cheapest washing 
machine in 1928 was sold at a price equivalent to three weeks of income; 
an electric vacuum cleaner cost about a workweek’s pay; and the cheap-
est electric iron could be bought for less than one day’s pay.31

The average American home soon had “everything electric except the 
canary bird and the janitor.”32 As prices came down, low- and middle-
income households were the greatest beneficiaries. Wealthy households 
previously had human servants to do the most unappealing tasks and 
hard physical work. It was only with the household revolution that the 
rest eventually were able to afford servants, albeit mechanized ones. By 
1940, modern conveniences had started to trickle down to a sizable 
share of the population. From then on, the wealthy and poor alike 
tapped into the networks of electricity, gas, water, and sewers to which 
all citizens gradually got equal access. The price of technologies like 
washing machines, refrigerators, and dishwashers meant that they 
reached the poor later, but mass production and installment credit soon 
made them affordable to the majority of people.

Yet the impact of the household revolution on the overall time spent 
on in-home production remains controversial. An early study by the 
economist Stanley Lebergott intuitively showed that hours fell sharply.33 
According to his estimates, the workweek of the housewife was reduced 
by forty-two hours between 1900 and 1966—a staggering finding. How-
ever, as suggested by another economist, Valerie Ramey, it seems that 
Lebergott inadvertently included hours spent on in-home production 
by all family members as well as domestic servants, rather than only 
those spent by the housewife.34 Ramey’s estimates, in contrast, reveal a 
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much more modest decline in time spent on in-home production by 
prime-age women: a reduction of eighteen hours between 1900 and 
2005. But strikingly, this decline was offset by men spending more time 
on work in the home. How can this be reconciled with the obvious fact 
that household appliances reduced labor requirements in in-home pro-
duction? One explanation offered by Ruth Schwartz Cowan, a historian 
of technology, is that the number of hours did not decline, as technology 
replaced only the domestic labor of servants. To produce the middle-
class standard of health and cleanliness of the 1950s, according to 
Cowan, the American housewife of the 1850s would have needed three 
or four servants. But with the help of her new electric servants, the 
American housewife of the 1950s could do so single-handedly.35

It is certainly true that over this period domestic service gradually 
disappeared, and it was not without reason that inventions like French’s 
Conical Washing-Machine were looked upon with distrust, even though 
in 1860 a writer for the New York Times argued that washerwomen had 
nothing to fear: “This machine will lighten the labor, save the hands, and 
relieve many of the wearing and disagreeable features of hand-washing, 
but is not designed to, and will not, take the place of a single young 
woman at service, we feel confident. If young women would improve 
their condition, they would do well to avail themselves of all such aids 
for performing household work.”36 With the benefit of hindsight, we 
know that laundresses were right that their skills would become obso-
lete, yet it was only half a century later, when the electric washing ma-
chine finally arrived, that their occupation began to wane. At a meeting 
of the Housekeepers Club of Pittsburgh in 1921, housekeepers com-
plained about washerwomen “playing the phonograph instead of the 
washing machine” and insisted on new practices where servants will 
have to “get in tune with the mistress or take the air.”37

While this lends some support to the view of Cowan, it would be a 
mistake to think that technology didn’t affect household work beyond 
displacing domestic servants. First, as electric appliances greatly re-
duced the need for hard physical labor in the home, many women 
began to spend more of their time on less tedious domestic work, such 
as teaching and looking after their children. Second, standards of 
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cleanliness and nutrition increased as new technologies emerged.38 As 
household tasks were made simpler, they were performed more often. 
People changed their clothes more regularly, took more frequent baths, 
and cleaned their homes more routinely: “Instead of dragging rugs 
outside a few times a year and beating them, the whole house could be 
vacuumed once a week.”39 Third, Ramey’s estimates make more sense 
when converting hours per person into hours per household: hours 
spent on in-home production per household fell by a staggering 
38 percent in the period 1900–2005. Of course, it is true that the size of 
the American household also declined over this period, but to suggest 
that hours per person of in-home production did not fall ignores econo-
mies of scale.40 It doesn’t make much difference if dinner is prepared for 
a family of two or five. Research showing that female labor force partici-
pation expanded much more rapidly in areas where electric appliances 
were used more extensively provides evidence in favor of this view. 
Figure 7 shows the staggering increase in female labor force participa-
tion over the course of the twentieth century. In the period 1900–80, 
the female workforce expanded by 51 percentage points. An influential 
study by the economists Jeremy Greenwood, Ananth Seshadri, and 
Mehmet Yorukoglu, published in the Quarterly Journal of Economics, 
estimates that the household revolution alone can account for 55 percent 
of this increase.41 As the home became increasingly mechanized, more 
women entered the labor market to take on paid and often more fulfill-
ing jobs, and more families suddenly had two incomes, making many 
American households richer in the process.

Clearly, the increase in the numbers of women entering the work-
force was not just due to the labor-saving impact of technology. Cultural 
and social factors also played an enormous role, but they are beyond 
the scope of this book. What’s evident is that many women entered the 
workforce despite the continuing pressure on women to stay at home, 
and technology made it easier for them to do so. Just as the mechaniza-
tion of in-home production increased the supply of women able and 
willing to enter the labor market, office machines increased the demand 
for them. Like the typewriter, which first appeared in 1874, office ma-
chines spawned large offices and sparked an early ascent of women in 
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the clerical workforce. Writing in Scientific American, Vincent  E. 
Giuliano explained:

With the typewriter came an increase in the size of offices and in their 
number, in the number of people employed in them and in the vari-
ety of their jobs. There were also changes in the social structure of 
the office. For example, office work had remained a male occupation 
even after some women had been recruited into factories. (Consider 
the staffing of Scrooge’s office in Charles Dickens’ “A Christmas 
Carol.”) Office mechanization was a force powerful enough to over-
come a longstanding reluctance to have women work in a male envi-
ronment. Large numbers of women were employed in offices as a 
direct result of the introduction of the typewriter.42
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But as we shall see in chapter 8, most of the growth of the clerical work-
force happened after 1900, when the proliferation of office machines, 
the mechanization of in-home production, and the desire to boost 
family income allowed women to make a great leap forward. In the period 
1950–70 in particular, about 11.4 million women newly took up clerical 
occupations, while only 1.5 million men did so. The term “pink collar,” 
which became increasingly common in the 1970s, referred to the growth 
in the female, machine-tending clerical workforce.43 Much of the rise in 
labor force participation over the twentieth century, in other words, was 
due to mechanization, not just despite it.

The Ride to Modernity

As essential a part of this story as the transformation of the home and 
the factory was the revolution in the movement of goods and people. 
Indeed, the economic historian Alexander Field has argued that pro-
ductivity growth in the period 1919–73 can be thought of as “a tale of 
two transitions.”44 The first involved the redesign of the factory to take 
advantage of the virtues of electricity, whereas the second constituted a 
shift toward the horseless age, as motorized vehicles revolutionized trans-
portation and distribution. The second transition gradually eclipsed the 
first, beginning in the 1930s. But the road to motorized transportation 
began much earlier.

Despite the rapid expansion of the railroad industry, Americans 
before the twentieth century were still subject to the tyranny of the 
horse. The railroads allowed goods and people to move faster and more 
cheaply from railhead to railhead, but horses were needed to transport 
them to their final destination.45 One reason horse technology predomi-
nated long after the Industrial Revolution is that steam power failed to 
revolutionize intracity transportation: “Steam engines could not be 
used on city streets because of fear of fires started by sparks, deafening 
noise, thick smoke, and heavy weight that shook foundations and 
cracked street pavements.”46 One solution was to take transportation 
underground. The Metropolitan Railway, which opened in London in 
1863, was initially powered by steam, but the discomfort caused by the 
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smoke in the tunnel made it an unappealing mode of transportation. 
The steam-powered subway never reached America. Yet intracity trans-
portation experienced continuous transformation during the second 
half of the nineteenth century, with horse-driven omnibuses, cable cars, 
and electrified streetcars. When the New York City subway finally 
opened in 1904, it was powered by electricity and traveled more than 
ten times faster than the horse-driven omnibus. Together, cable cars, 
streetcars, and subways gave rise to suburban America, allowing average 
citizens to escape the city. But for all their benefits, these modes of 
urban transport left personal transportation untouched. People were 
still enslaved by the network and timetables of public transportation 
and relied on travel by horse, which was more flexible and the equiva-
lent of the modern taxi. Its drawbacks were significant, though. First and 
foremost, horse travel was slow: horse-powered carriages traveled at a 
speed of no more than six miles per hour, and for longer journeys the 
horses regularly had to be replaced. Second, horses were too expen-
sive for most Americans. Urban homes rarely had enough space for 
horses, and most workers lacked the financial means to buy the sup-
plies required to feed them. Consequently, less than a fifth of the work-
ing population relied on horsecars to commute between home and 
work. The vast majority had to walk—which was hardly made more 
pleasant by the remaining horses.47 In the late nineteenth century, horses 
in urban areas are estimated to have dropped 5 to 10 tons of manure per 
square mile, and carcasses of dead horses could be left on the street 
for days.48 The occupations dealing with the removal of horse manure 
and carcasses are probably not missed even by the most ardently nos-
talgic people.

In November  1895, a new periodical appeared in New York City 
called The Horseless Age. It was created in response to the advent of the 
automobile. Despite the many drawbacks of horse technology, a 
horseless age looked unlikely to most contemporaries. The automotive 
industry was in an embryonic state.49 Four automobiles were produced 
in the whole of America in 1895. The only serious alternative to the 
horse as a flexible means of personal transportation at the time was the 
bicycle. However, the “ride to modernity,” as it has been called, can only 
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aptly be described as such in that it paved the way for the automobile.50 
Riding a bicycle was, for the most part, a risky undertaking. In Taming 
the Bicycle, Mark Twain describes his attempt to ride a high wheeler in 
the 1880s. The adventurous experience is best captured by the concluding 
words of his essay: “Get a bicycle. You will not regret it, if you live.”51 The 
arrival of the safety bicycle with its smaller wheels, and the subsequent 
invention of the pneumatic bicycle tire, eventually brought about the 
golden age of cycling in the mid-1890s: “People went cycle mad; the 
bicycle industry appeared to be an El Dorado, and there was a rush to 
engage in it.”52 But cycling in America soon went out of fashion. And as 
the bicycle industry declined, many bicycle companies instead became 
producers of automobiles.

The bicycle was in many ways the bridge to the automobile.53 The 
father of the American bicycle industry, Albert A. Pope, did not just 
predict the rise of the motor carriage; he also employed Hiram Percy 
Maxim to realize his prediction. The Pope Manufacturing Company 
never became a leading producer of automobiles—Pope declared bank-
ruptcy in 1907—but the industry as a whole contributed to solving 
many of the mundane engineering problems that needed to be ad-
dressed for the later mass production of automobiles, such as accurately 
machined gears and pneumatic tires. Of perhaps even greater impor-
tance was that with the arrival of the bicycle, Americans first experi-
enced the freedom of horseless personal transportation. Maxim claimed 
that he had first conceived of the benefits of the automobile when riding 
his bicycle. Looking back in 1937, he recalled: “It carried me over a 
lonely country road in the middle of the night, covering the distance in 
considerably less than an hour. A horse and carriage would require 
nearly two hours. A railroad train would require half an hour, and it 
would carry me only from station to station. And I must conform to its 
time-table, which was not always convenient.”54 According to Maxim, 
it was the experience that many people gained from cycling that created 
demand for convenient and cheap personal transport—and thus 
the automobile.

Efforts to develop motor carriages had already begun in the eigh
teenth century, using steam engines. However, despite decades of 
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experimentation, steam cars never reached the mass market. Steam en-
gines were too heavy, unsafe, and inefficient to revolutionize personal 
transportation. The automobile revolution would have to await the de-
velopment of the internal combustion engine. The first gas engine was 
patented by Nikolaus Otto in 1864, but it was unsuitable for road trans-
portation. Practical designs of automobiles began with gasoline engines 
and carriages built by Gottlieb Daimler and Wilhelm Maybach and, 
independently, by Karl Benz. They were the first to successfully power 
a road vehicle with a gas engine. All the same, for some time it looked 
like the electric motor might be the one to propel the horseless carriage: 
“In 1900 there appeared great likelihood that the electric automobile 
might advance to perfection as rapidly as other branches of electrical 
appliances had done.”55 However, a number of events tipped the balance 
in favor of the internal combustion engine. Charles Kettering’s inven-
tion of the electric starter made gasoline-powered cars easier to operate; 
the expansion of the intercity road network meant that the greater range 
and speed of gasoline-powered cars could be taken advantage of; large 
petroleum discoveries contributed to a decline in the price of fuel; and 
as a result of advances in mass production in Ford’s factories, the price 
of gasoline-powered automobiles fell rapidly, while the price of electric 
cars did not.

As Pope noted, the days of the horse were already beginning to wane, 
but for the automobile industry to take off, good roads were required, 
“not only in and about cities, but throughout the entire country.”56 Such 
complementary infrastructure had to be built from scratch. The two 
million roads that existed in America at the beginning of the twentieth 
century are best described as a network of dirt tracks. For the few people 
who could afford to travel by motor carriage, flat tires and blowouts 
were the norm rather than the exception. In the early twentieth century, 
a Vermont doctor and his chauffeur were among the first to drive across 
the country. Their trip from San Francisco to New York took them sixty-
three days.57 Days have since become hours: the same journey would 
now take some forty hours by car, in the absence of traffic jams, accord-
ing to Google Maps. The rapid expansion of the road network during 
the 1920s and 1930s allowed drivers to cross America from coast to coast 
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on highways without even having to drive through unpaved stretches 
on major routes. Growing traffic flows in and out of cities were helped 
by new displays of American engineering excellence, including the 
Benjamin Franklin, George Washington, Golden Gate, and Bronx-
Whitestone Bridges. And as the number of gasoline stations increased, 
roadside commerce started to flourish as well, creating a whole set of 
new jobs.58 Before 1920, there was virtually no commerce along Ameri-
can highways. A colorful description from 1928 reveals a marked con-
trast: “Every few hundred yards there is a . . . ​filling station, half a dozen 
colored pumps before it. In connection with the stations and between 
them are huts carrying the sign ‘Hot Dogs.’ Where there is neither hut 
nor filling station there are huge hoardings covered with posters.”59

Scholars disagree on whether road construction paved the way for 
the automobile industry or vice versa. It is probably fair to say that cau-
sality ran in both directions.60 Without the growing demand for auto-
mobiles, there would have been little incentive for both business and 
governments to invest in expensive infrastructure. The automobile revo-
lution could not have happened without better production technol-
ogy to make automobiles affordable to ordinary citizens. The 1901 
Mercedes—the “first modern car in all essentials” and the holder of the 
world speed record, having reached 40.2 miles per hour—was sold on the 
American market at a price of $12,450, roughly twelve times the annual per 
capita income at the time.61 Consequently, automobile ownership was at 
first only attainable for a fraction of the population. Things changed mark-
edly only with the appearance of Henry Ford’s revolutionary Model T. 
When its production began in 1908, it was priced at $950; by the time pro-
duction ceased in 1927, its price had fallen to $263. Expressed as a ratio to 
annual disposable income per person, its purchase price fell from 
316 percent in 1910 to 43 percent in 1923. That year, the dominance of the 
Model T reached its peak: over half of the cars sold in America were Model 
Ts. The expansion of installment credit throughout the 1920s further 
helped reduce the annual share of disposable income citizens had to spend 
to own a car, making automobiles affordable to all but the poorest Ameri-
cans. The share of households with a registered motor vehicle exploded 
in response, growing from 2.3 percent in 1910 to 89.8 percent in 1930.62 
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For most Americans, the automobile did not just replace the street-
car as a mean of transportation between the home and the factory. 
People began using their cars to go shopping, visit friends and relatives, 
and drive out to the countryside on the weekends to escape the noise 
of the city. By changing the way people worked and lived, the automo-
bile changed the face of the North American continent. With better and 
cheaper transportation, cities were no longer merely a great congrega-
tion of people. Cities developed special areas for factory work, shopping 
districts, and suburban neighborhoods for living. They were subdivided 
into areas of work, consumption, and living. And many of those working 
in the city no longer had to live within its limits. In the words of Ralph 
Epstein, writing in 1927: “The countryside is not only brought nearer 
the city; the city itself becomes, in all but its corporate name, indeed a 
part of the surrounding country. New York is no longer merely Manhat-
tan, Brooklyn, and the Bronx; it is also Long Island, Rye, New Rochelle, 
and indeed a part of Connecticut and New Jersey.”63

In the same way motor vehicles transformed the city, they revolution-
ized farming. The transition from horse to motor power was without 
question the greatest transformation of agriculture since the domestica-
tion of animals to substitute for human muscle. During the nineteenth 
century, the mechanization of farming lagged behind that of manufac-
turing simply because steam engines were unsuitable for unstructured 
environments and too expensive for most farmers.64 Even breakthrough 
inventions of the nineteenth century like Cyrus McCormick’s reaper 
were pulled by teams of horses.

As automobiles replaced horses in transportation, tractors replaced 
them in agriculture. The share of farms with tractors surged from 
3.6  percent in 1920 to 80  percent in 1960. Over the same period, the 
numbers of horses and mules on farms declined from twenty-five mil-
lion to a mere three million (figure 8).65 And while causing a mass re-
dundancy of horses, they delivered a significant boost to economic 
growth: the economist William White estimates that the direct social 
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savings of the tractor were in excess of 8 percent of the gross national 
product in 1954. Tractors eliminated huge inefficiencies, such as the fact 
that horses consumed a fifth of farm output.66 But while the tractor is 
responsible for most of the downfall of the farm horse population, 
motor trucks and passenger cars contributed as well by making possible 
new forms of swift delivery and distribution of goods. With automo-
biles and motor trucks, distances that had formerly taken a day by horse 
could be covered in an hour. Consequently, the cost of hauling fell dra-
matically, allowing American farms to serve larger markets.67 The wid-
ening radius of farming operations is documented by a 1921 study of 
Corn Belt farmers by the Department of Agriculture, which showed 
that after the introduction of motor trucks, many farms changed the 
markets for some or all of their products.68

Motor vehicles powered economic growth well beyond agriculture. 
In the 1930s, transportation and public utilities together with wholesaling 
and retailing accounted for nearly half of economy-wide productivity 

5,000

10,000

15,000

20,000

25,000

H
or

se
s 

an
d 

m
ul

es
 (t

ho
us

an
ds

)

0

1,000

2,000

3,000

4,000

5,000
Tr

ac
to

rs
 (t

ho
us

an
ds

)

1910 1920 1930 1940 1950 1960

Year

Tractors Horses and mules

figure 8: Horses, Mules, and Tractors on U.S. Farms, 1910–60
Source: R. E. Manuelli and A. Seshadri, 2014, “Frictionless Technology Diffusion: The Case  

of  Tractors,” American Economic Review 104 (4): 1368–91.



170  c h a p t e r  6

growth. And trucking and warehousing accounted for about a third of 
the growth in the transport and public utilities sector.69 Significant in-
vestment in roads meant that by the time of the Great Depression, 
truckers could drive across the continent without having to go through 
any unpaved stretches. In response, truck registrations increased by 
45 percent in the period 1929–41. During the Great Depression, busi-
nesses were able to take full advantage of the alternative and more flexible 
methods of distribution offered by trucking. In the cities, department 
stores began to employ trucks to deliver packages to surrounding rural 
areas, allowing consumers to just place a telephone call instead of having 
to drive into the city. And in short-haul transportation, trucks provided a 
flexible alternative to the horse in moving goods between railheads, 
farms, factories, wholesalers, and retailers.

The productivity trends of the interwar years reasserted themselves 
after the Paris Peace Treaties of 1947.70 The greatest boost to productivity 
was the continuation of the second transition observed by Field, en-
abled by motorized vehicles. But like the productivity gains of electrifi-
cation, the full impact on growth of the internal combustion engine was 
delayed. The reason was not just the war but also that the infrastructure 
required to support motorized transportation was lagging. It was only 
after infrastructure spending resumed and accelerated with the Federal 
Aid Highway Act of 1956 that the full benefits of motorized vehicles 
could be realized.71 Until then, the railroad was deemed more effective 
than highway freight, as is evident from President Roosevelt’s report on 
interregional highways, submitted to Congress in 1944. The report ar-
gued that “all the evidence amassed by the highway-planning surveys 
points to the fact that the range of motor truck hauls is comparatively 
short. There is nothing to indicate the probability of an increasing range 
of such movements in the future.”72 As absurd as this prediction might 
seem retrospectively, the experience of World War II lent it some sup-
port. During the war, the percentage of ton-miles freight traveled by 
truck declined to 5.6 percent in 1943, at which time the railroads carried 
72 percent of intercity freight. All the same, the relative importance of 
the railroads declined thereafter. By 1958, trucks carried 20 percent of all 
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ton-miles; a figure that rapidly increased after the completion of the 
interstate highway system. Economists have affirmed the contributions 
of the highway system to postwar productivity, finding that spending 
on interstate highways was responsible for over a quarter of the increase 
in American productivity in the 1950s and 1960s, while during the 1980s 
it accounted for a mere 7  percent increase.73 Indeed, the heyday of 
trucker culture came toward the end of the golden age (1947–73) of 
productivity growth. In the 1970s truck drivers became the new Ameri-
can cowboys and were frequently romanticized in blockbuster films like 
Smokey and the Bandit.

While the trucking industry itself fueled American productivity, it 
also had significant spillover effects on transportation and trade more 
generally. In conjunction with the rise of the trucking industry, the 
container revolution was an engine of postwar growth. And container-
ization emerged directly from trucking. Malcom McLean, a trucking 
entrepreneur, invented the container as a mean of integrating the seg-
mented industries of shipping, trucking, and railroads. The first successful 
container shipment dates from April 26, 1956, when McLean’s Ideal-X 
made its maiden voyage from Port Newark to Houston, Texas. This 
seemingly unspectacular shipment was, together with Christopher Co-
lumbus’s discovery of the New World, one of the key events in the his-
tory of trade. In the same way that railroads and steamships paved the 
way for the first wave of globalization—which abruptly ended with 
World War I—containerization was the technology that underlay the 
second wave of globalization, beginning in the postwar years. According 
to a recent study, the container boosted bilateral trade by 320 percent 
over the first five years of its adoption.74

The container did not just change the world of trade. Containeriza-
tion was a driver of Smithian and Schumpeterian growth alike. Contem-
poraries hailed it as “an extension of our mass production techniques 
into the carrying of overseas trade.”75 Besides eliminating twelve sepa-
rate handling steps in the moving of goods between the manufacturer 
and the consumer, container terminals are estimated to have increased 
the volume a dock laborer was able to handle from 1.7 to 30 tons per 
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hour.76 Although the construction of such terminals was capital inten-
sive, faster rates of throughput saved substantial amounts of capital—
not to mention the capital savings associated with the associated decline 
in theft. A well-known joke at the New York wharves before the age of 
containers was that the dockmen’s wages were “twenty dollars a day and 
all the Scotch you could carry home.”77 Containerization put the lid on 
the Scotch, reducing the cost of insuring cargo in the process.

With the advent of the container, winds of change swept through 
American harbors. These winds meant stormy seas for longshoremen. 
“Just how far it will go, no one knows, but the idea of moving domestic 
and overseas cargo in boxes or containers is swelling like a tidal wave,” the 
New York Times noted in 1958.78 Like many transformative technologies, 
containerization was not welcomed by everyone. Before the age of con-
tainers, ports were places crowded with thousands of longshoremen load-
ing and unloading ships. After containerization, large crews of long-
shoremen were replaced by machines. All handling was gradually done 
with cranes and special forklift trucks. But the longshoremen were not 
passive bystanders. In 1958, the president of the New York district of the 
International Longshoremen’s Association made it clear that dockmen 
would not handle containers, claiming that they deprived too many long-
shoremen of work. “We do not propose to be drowned in this wave,” one 
negotiator for the longshoremen union added.79 Labor-management dis-
putes surrounding containerization were a recurring theme through the 
1960s. Yet even the unions underestimated the dramatic impact the con-
tainer would have on their members’ jobs. In 1968, Thomas W. Gleason, 
president of the International Longshoremen’s Association, reported that 
the port of New York had provided 40.7 million man-hours of work, down 
3.0 million man-hours from the previous year. Under pressure from con-
tainers, he predicted, total man-hours could be reduced to 28.0 million. 
Eight years later, when a federal court dismissed a labor-management 
agreement designed to protect the jobs of remaining longshoremen, the 
port accounted for a mere 19.0 million man-hours.80

But while the twentieth century clearly saw the spread of some re-
placing technologies, most progress was of the enabling sort. One rea-
son that the horseless age was not accompanied by a jobless age is that 
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human workers, unlike horses, have the means of acquiring new skills, 
which allows them to take on tasks outside the realm of machines. The 
automobile, the motor truck, and the tractor reduced the comparative 
advantage of the horse as a prime mover in agriculture and a means of 
moving goods and people around. The result was a gradual reduction 
in the horse population, not of the working population. For example, 
people employed by the street railroads “engaged in a struggle for existence 
against the competition of the private automobile and the motorbus.”81 
But employment in the operation, service, and maintenance of motor-
ized vehicles increased greatly: the occupation of truck driver is now the 
largest single occupation in many American states (see figure 20). In 
addition, vast employment opportunities were created in the produc-
tion of motorized vehicles. As we shall see in chapter 8, the reduction in 
the demand for farm laborers was accompanied by the expansion of 
industry, which meant that farmworkers had good alternative job op-
tions. The automobile industry, for instance, soon grew to eclipse the 
railroad as the leading employer of American workers. From being an 
industry so unimportant that it was not even reported separately in the 
1900 census, automobiles became the largest manufacturing industry in 
1940. Employment in automobiles grew 765  percent faster than total 
manufacturing employment over the first three decades after the industry 
emerged.82 To put this figure in perspective, employment in semicon-
ductors grew 121 percent faster than the overall manufacturing employ-
ment in the three decades after its invention in 1958.83 Research by 
Alexopoulos and Cohen affirms the general perception that motor ve-
hicles boosted employment more than other technologies.84 And their 
employment contributions extended far beyond the auto industry. They 
also fueled job creation in supplier industries, construction, transpor-
tation, tourism, car services, and road commerce. As the historian 
David L. Lewis wrote in 1986, the auto industry’s glory days of the 1950s 
and 1960s will surely not be repeated, but it still “directly employs some 
1.2 million people, while the payrolls of auto dealers, service stations, 
and other related businesses are several times larger. All told, the indus-
try provides jobs for one in every six American.”85
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In 1930, William Green, then president of the American Federation of 
Labor, wrote an article for the New York Times. The story line was a fa-
miliar one:

Today our captains of industry recount with pride increases in pro-
ductivity, installation of machines. . . . ​They glory in things—in tech-
nical progress, in management, in the progress of science—but what 
thought do they give to musicians displaced by music reproductions; 
to the art of the actor, forgotten in the latest movietone; to the Morse 
operator displaced by the teletype; to the steel worker displaced by 
a new process; to the carpenter watching a house assembled by 
units; to the printer turned out by the teletypesetter? Such workers 
in thousands have been turned out without jobs, and without future 
employment in the craft in which they have invested their all.1

Indeed, when reading Green’s article, it is hard not to think of Friedrich 
Engels’s assertion that industrialists “grow rich on the misery of the mass 
of wage earners.”2 Yet such parallels can be taken too far. True, episodes 
of machinery angst emerged from time to time in the twentieth century. 
But while some workers struggled to adjust to mechanization, there was 
no Engels’s pause. As we will see in chapter 8, wages rose in tandem with 
productivity, working conditions improved, and America became more 
equal as technology progressed. It is somewhat telling that not even 
union leaders advocated slowing down the pace of change. Unlike Brit-
ain in the classic period of the Industrial Revolution, America in the 
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The Return of the Machinery 
Question
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twentieth century didn’t experience outright resistance to technological 
progress because, as Green went on to argue in his article, mechaniza-
tion brought improved material well-being for the majority of the work-
ing population. The Industrial Revolution had shown that society as a 
whole could gain from technological progress over the long run but that 
mechanization could bring a painful period of transition for some. 
Green also pointed to its adverse effects on those members of the work-
force whose skills were made redundant. To support workers who went 
through pain for the sake of society’s gain, he proposed a dismissal wage 
for workers to help them cope with adjustment, a shorter workweek so 
that leisure would become more widely shared, a system of federal em-
ployment agencies to make job matching more efficient, the provision 
of vocational training to update workers’ skills, and higher wages to 
stimulate demand and bring industries to work at full capacity.

Green was by no means alone in being concerned about the machinery 
question. In the early 1930s, discussions of machines stealing citizens’ 
jobs were featured in radio talk shows, films, and academic conferences, 
and the Committee on Labor of the House of Representatives even held 
several hearings on the subject.3 The return of machinery angst cannot 
be explained in complete isolation from the Great Depression, which 
certainly exacerbated and prolonged concerns about technological un-
employment. Yet the latter was not the cause of the former. As the eco-
nomic historian Gregory Woirol has pointed out, “The honor of starting 
the technological unemployment debates belongs to Secretary of Labor 
James J. Davis.”4 In a 1927 speech, two years before the outbreak of the 
Great Depression, Davis was the first to take note of the technological 
challenges facing labor:

For a long time it was thought impossible to turn out machines ca-
pable of replacing human skill in the making of glass. Now practically 
all forms of glassware are being made by machinery, some of the ma-
chines being extraordinarily efficient. Thus, in the case of one type of 
bottle, automatic machinery produces forty-one times as much per 
worker as the old hand processes, and the machine production re-
quires no skilled glass blowers. In other words, one man now does 
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what 41 men formerly did. . . . ​The glass industry is only one of many 
industries that have been revolutionized in this manner. I began my 
working life as an iron puddler, and sweated and toiled before the 
furnace. In the iron and steel industry, too, it was long thought that 
no machinery could ever take the place of the human touch; yet last 
week I witnessed the inauguration of a new mechanical sheet-rolling 
process with six times the capacity of the former method.5

But like Green, Davis was no Luddite. Technological progress, he 
added, must continue:

If you take the long view, there is nothing in sight to give us grave 
concern. I am no more concerned over the men once needed to blow 
bottles than I am over the seamstresses that we once were afraid 
would starve when the sewing machine came in. We know that thou-
sands more seamstresses than before earn a living that would be im-
possible without the sewing machine. In the end, every device that 
lightens human toil and increases production is a boon to humanity. 
It is only the period of adjustment, when machines turn workers out 
of their old jobs into new ones, that we must learn to handle them so 
as to reduce distress to the minimum. . . . ​Please understand me, 
there must be no limits to that progress. We must not in any way 
restrict new means of pouring out wealth. Labor must not loaf on the 
job or cut down output. Capital must not, after building up its great 
industrial organization shut down its mills. That way lies dry rot. We 
must ever go on, fearlessly scrapping old methods and old machines 
as fast as we find them obsolete.6

Hardly any serious commentator argued in favor of slowing down the 
pace of mechanization, despite the sense that manufacturing employ-
ment was beginning to wane. Two new sources of productivity data, 
published in May 1927 and suggesting that manufacturing employment 
had fallen between 1919 and 1925, had sparked the technological unem-
ployment debates. During the 1927 December meetings of the Ameri-
can Economic Association, the newly compiled data naturally became 
a subject of intense debate. As the economist John D. Black remarked, 



T h e  R e t u r n  o f  t h e  M a c h i n e r y  Q u e s t i o n   177

“It is hard to believe that there was an actual decrease of 7 per cent in the 
number of workers in agriculture, manufacturing, mining, and railway 
transportation in this short period.”7 Most analysts had been assuming 
that the exodus from agriculture had primarily been absorbed in 
manufacturing.

All the same, a series of studies made it increasingly hard to dispute 
the fact that some workers struggled to adjust. In 1928, before the Great 
Depression, the Senate Committee on Education and Labor asked the 
Brookings Institution to inquire into “how many dispossessed laborers 
were being absorbed by American industry.”8 The study traced the fates 
of 754 workers who lost their jobs to mechanization across a variety of 
industries. While 11.5 percent had found a new job within a month and 
5.0 percent were still looking for work after a year, the vast majority were 
out of work for more than three months but eventually found employ-
ment elsewhere. Other research similarly showed that transitional costs 
could be significant. The economist Robert Myers studied 370 displaced 
cutters in Chicago’s clothing industry during the period 1921–25 and 
found that the average duration of unemployment was 5.6 months, al-
though after a year 12.9 percent of the former cutters were still without 
work.9 And workers’ ability to adjust was highly age dependent. Fully 
90 percent of the displaced cutters over the age of forty-five either failed 
to find work or were forced into lower-paying jobs. In contrast, for the 
most part young adults managed to switch into better-paying jobs. Both 
studies found that roughly half of displaced workers found new jobs that 
paid as well as their former ones.10 As in Britain in the Industrial Revolu-
tion, in America older people found it especially hard to adjust to new 
technology. And many workers who found new employment were left 
worse off economically, at least in the short run.

Unsurprisingly, workers with highly specialized skills faced the most 
serious adjustment problems. Many musicians, for example, struggled 
to adapt as the motion-picture branch of the entertainment industry 
underwent exceptionally rapid technological change. The adoption of 
sound-producing machines made unnecessary the employment of liv-
ing musicians in the projecting theater, so that the number of employed 
musicians declined. In Washington, D.C., the union of musicians and 
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the owners of the motion-picture theaters agreed on a reduction in em-
ployment of 60 percent. Part of the decline was offset by the growing 
demand for musicians by local radio stations. But only a few musicians 
could make a living in radio broadcasting. Like other displaced worker 
surveys, a study of a hundred displaced musicians in Washington’s 
motion-picture theaters showed that the majority experienced a subse-
quent fall in earnings. On the bright side, the loss of the theater musi-
cian was the gain of the motion-picture machine operator. The switch 
from the silent to the sound movie was “accompanied by an improve-
ment in the status of the motion-picture machine operator, both by 
replacing the customary boy helper with a licensed operator, and by 
increasing the average earnings of the projectionists.” According to rep-
resentatives of five leading moving-picture theaters, more operators 
were added than the approximately ten thousand musicians who lost 
their jobs to the sound picture. But even if new types of jobs were added, 
that provided little relief to the musicians whose skills were not appli-
cable to other employment.11

Displaced worker surveys, it is true, say nothing about the aggregate. 
The National Research Project on Reemployment Opportunities and 
Recent Changes in Industrial Techniques, set up to investigate the role 
of technology in unemployment, unfortunately failed to provide much 
conclusive evidence. In a 1932 article, David Weintraub, director of the 
project, reached an optimistic conclusion about the impacts of technical 
change on employment during the 1920s. However, his later analysis 
suggested the opposite: mechanization, he found, had been a key factor 
in unemployment.12 As economists today still struggle to isolate the 
share of nonemployment attributable to technology, it should be no 
surprise that research efforts of the 1930s faced similar challenges. At the 
time, Leo Wolman, who served in the National Recovery Administra-
tion during the Great Depression, pointed at several empirical issues 
limiting progress in studies of technological unemployment, of which 
many seemed hard to overcome.13

Despite statistical challenges, the emerging consensus among con
temporary economists was that there was technological unemploy-
ment, albeit of temporary nature. The likes of Paul H. Douglas, Alvin 
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Hansen, and Rexford G. Tugwell all argued that labor market rigidities 
were impeding the process by which workers would be reabsorbed into 
new jobs: the expense of moving between locations, the human drags 
of retraining, and the psychological pressures of job loss made adjust-
ment costly and hard. To ease transitions, Douglas argued against home 
ownership and too narrow specialization in education and for some 
form of unemployment insurance and a federal employment agency. In 
the absence of such policies, he suggested, it will be “almost inevitable 
that labor will resist and oppose most attempts to raise efficiency of 
industry.”14

To what extent economists shaped the public discourse is hard to say. 
Few economists, if any, thought that policies to slow the pace of pro
gress were a good idea. Yet displaced worker studies and the depth of 
the depression did prompt the adoption of unconventional policies by 
twentieth-century standards. The great exception of twentieth-century 
America was the administration of President Franklin  D. Roosevelt, 
which actually tried to slow the pace of mechanization. Of the 280 regu-
lations in the National Recovery Administration, thirty-six included 
restrictions on the installation of new machines.15 By focusing too much 
on worker-replacing technologies, the administration missed many of 
the enabling technological advances of the time. Michelle Alexopoulos 
and Jon Cohen write:

In this respect, it is quite possible that the Roosevelt administration’s 
preoccupation with the labor displacing effects of new technologies 
was largely a consequence of its focus on innovations in manufactur-
ing. Had it been able to take a broader perspective that encompassed 
the rapid growth of new products linked to automotive and electrical 
advances, the administration may have been more sanguine about 
the employment impact of these new technologies. It may even have 
embraced the idea that the great wave of gadgets that swept over the 
U.S. from the mid-1930s actually prevented a bad situation from be-
coming a good deal worse.16

Instead, the debate stopped only when unemployment ceased to be a 
concern. As late as 1940, Roosevelt warned in his State of the Union 
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address that America had to begin “finding jobs faster than invention 
can take them away.”17 It took the attack on Pearl Harbor and America’s 
entry into World War II for the machinery question to ebb. Beating the 
Axis powers required everyone to work at full capacity, and they did.

The machinery question, however, only faded temporarily. The first few 
introductions of electronic computers into the workplace sparked a 
panic about the threat of automation to jobs in the news media, and the 
upsurge in unemployment that came with the three post–Korean War 
recessions led people to connect the two. Looking back in 1965, Robert 
Solow noted: “Whenever there is both rapid technological change and 
high unemployment the two will inevitably be connected in people’s 
minds. So it is not surprising that technological unemployment was a 
live subject during the depression of the 1930s, nor that the debate has 
now revived.”18 As noted above, the technological unemployment de-
bate actually predated the Great Depression. However, machinery angst 
in the twentieth century was clearly cyclical, and this time it followed 
an upswing in unemployment after the Korean War. Though it is hard to 
detect much progression in the nature of the debate, our vocabulary 
bears witness to the progression of technology: the discussions of the 
1950s and 1960s centered on the new popular term “automation.”19 Just 
like “technological unemployment” in the 1930s, “automation” and its 
discontents became one of the defining themes of the postwar years.

In America, the first comprehensive inquiry into the employment 
effects of automation was undertaken in 1955, when twenty-six leaders 
of labor, industry, and government testified before a Congressional sub-
committee.20 The subcommittee concluded that “all elements in the 
American economy accept and welcome progress, change, and increas-
ing productivity,” but that “no one dare overlook or deny the fact that 
many individuals will suffer personal, mental, and physical hardships as 
the adjustments go forward.”21 During the hearings, nobody proposed 
measures to restrict the use of machines or even disputed the desirabil-
ity of automation. Rather, the witnesses urged that greater attention be 
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given to the social problems emerging from dislocation and noted that 
there was concern that older workers in particular would face difficulty 
in finding new and better jobs. Union representatives voiced the tradi-
tional demands for labor to get a larger share of the nation’s increasing 
productivity in the form of higher wages, shorter hours, and a lower 
retirement age. But Secretary of Labor James P. Mitchell responded: 
“I repeat, there is no reason to believe that this new phase of technology 
will result in overwhelming problems of readjustment. Science and 
invention are constantly opening up new areas of industrial expansion. 
While older and declining industries may show reducing opportunity, 
new and vibrant industries are pushing out our horizons.”22

 The automation debate extended far beyond America’s borders. 
When the International Labour Organization (ILO) convened the 
fortieth annual ILO Conference in 1957, automation was a topic on 
everyone’s mind. In connection with the conference, David A. Morse, 
the ILO’s director general, wrote an article on the subject for the New 
York Times. Just as William Green had argued that mechanization was 
nothing new in the 1930s but was now progressing faster than at any 
time in history, Morse suggested that “no one could claim that automa-
tion is new. The productivity of machines has been increasing the pro-
ductivity of man for many centuries. Perhaps the newest thing about 
automation is its tendency to speed up the rate of technological change 
and thus both to multiply the opportunities for social progress and to 
pile up the social problems likely to go with it.”23 As in the 1930s, the 
1950s was held to be different because of the growing pace of techno-
logical change. Morse also pointed to the human tragedies that emerged 
when automation meant displaced workers failed to find work else-
where. But on the whole, he was optimistic about the opportunities 
arising for “a better living, and for a better world society.”24

In the public debate, those worker-replacing technologies that re-
duced the bargaining power of labor unsurprisingly received the bulk 
of the attention, but things were not quite as straightforward as they 
might seem. Take the case of the elevator operators, for instance. During 
a general strike on September 24, 1945, elevator operators left more 
than fifteen hundred office buildings across Manhattan empty. Workers 
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swarmed in the lobbies and crowded the sidewalks, while a few brave 
ones tried to climb the endless stairways of the highest skyscrapers. 
Such disruption was immensely costly and bad for business, and the 
arrival of the automatic elevator seemed to be the best way to ensure 
that such a thing would never happen again.

However, substituting automatic elevators for manual ones required 
public acceptance. Many citizens were first terrified by the idea that 
automatic elevators might leave them hanging on a cable hundreds of 
meters in the air, without any operator being responsible for their safety. 
Such concerns seem familiar today, given the present discussions about 
the adoption of autonomous vehicles. But like human drivers today, 
elevator operators were not infallible. Injuries were frequent, and several 
operators in New York City are reported to have been involved in fatal 
accidents. One operator on Seventh Avenue was killed when the eleva-
tor “shot up and pinned him at the top of the door,” and another was 
found “wedged between the lift and the door” in the Bronx.25 Indeed, a 
report filed by the Elevator Industry Association in 1952, in response to 
attempts seeking to restrict the introduction of automatic elevators, 
came to the conclusion that automatic elevators were fully five times 
safer than manually operated ones.26

When the jobs of truck and taxi drivers will go remains to be seen. 
But people in the 1950s were clearly right in thinking that the occupa-
tion of the elevator operator would soon become a distant memory. In 
1956, the New York Times predicted that “the elevator operator may be 
joining the coachman and trolley car motorman on the road to obliv-
ion.”27 That year in New York City alone, 43,440 elevators (about one-
fifth of those in operation in America) were estimated to have carried 
17.5 million passengers a combined distance of halfway to the moon. But 
by 1963, it was reported that although 35,000 elevator operators were 
employed in New York City in 1950, only 10,000 of their jobs were left. 
While the Empire State Building was still one of those with manually 
operated elevators, one article reported that a $2 million investment 
would serve to cut operating costs associated with operators’ salaries, 
pension plans, and sick leaves. At the Chrysler Building, forty-eight 
of its fifty-two elevators had already been converted to automatic 
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operation. Two-thirds of elevator operators had been reassigned as por-
ters and handymen, while the remaining third found themselves look-
ing for new work.28

For the most part, however, automation anxiety concerned comput-
ers. As Abraham Raskin wrote in 1961, “The ultimate horror in labor’s 
book was the announcement that a computer . . . ​will do the work of 
seventy-five of the biggest computers now in use. . . . ​When computers 
start creating unemployment among computers it is really time to start 
worrying.”29 As we will see in chapter 9, much like artificial intelligence 
today, the first computers did not have any meaningful impact on labor 
markets even in the 1960s. In fact, the effect of computers on employ-
ment was not felt before the 1980s. Even so, most commentary on the 
early introduction of computers focused on the fear that they would 
leave many Americans unemployed. Such worries reached the heart of 
the government, with some congressmen fearing that the displacement 
of government employees by electronic computers would imperil the 
practice of giving politicians government jobs in recognition of their 
service. As statistical work could be better accomplished by machines, 
politicians were torn between the “desire for increased efficiency and 
the fear that the patronage system will be wrecked,” in the words of C. P. 
Trussell. The matter was treated most seriously. In 1960, a subcommittee 
of the House of Representatives, chaired by Congressman John Leskinki 
of Michigan, recommended that workers who might experience dis-
placement should be given sufficient notice to be retrained to handle 
new machines, equipping them with the skills to keep their jobs. In the 
case of a net reduction in employment, the subcommittee also recom-
mended a hiring freeze to allow displaced workers to take vacant jobs. 
However, it did not advocate any policies to slow the pace of computer 
adoption.30

During the 1960 presidential campaign, Senator John  F. Kennedy 
gave a spirited speech on the automation dilemma at a rally in Detroit 
that was quite similar to what Secretary of Labor Davis had said in 
1927. The message was straightforward. The coming automation revolu-
tion, Kennedy suggested, is “a revolution bright with hope of a new 
prosperity for labor and abundance for America—but it is also a 
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revolution which carries that dark menace of industrial dislocation, in-
creasing unemployment, and deepening poverty.”31 After Kennedy be-
came president, the first formal report by his Advisory Committee on 
Labor Management Policy, published in 1962, claimed that “it is clear 
that unemployment has resulted from displacement due to automation 
and technological change.” But it added that “it is impossible, with pres-
ently available data, to isolate that portion of unemployment resulting 
from these causes.”32 Yet such caution was not enough for Kennedy to 
hold back on the issue. When asked, “How urgent do you view this prob
lem, automation?” during a news conference in 1962, he responded:

Well, it is a fact that we have to find, over a 10-year period, 25,000 new 
jobs every week to take care of those who are displaced by machines, 
and those who are coming into the labor market, so that this places 
a major burden upon our economy and on our society. . . . ​But if our 
economy is progressing as we hope it will, then we can absorb a good 
many of these men and women. But I regard it as the major domestic 
challenge, really, of the ’60s, to maintain full employment at a time 
when automation, of course, is replacing men.33

The tragedy of Kennedy’s assassination the following year didn’t end 
the automation debate. Soon after taking office, President Lyndon Johnson 
set up a National Commission on Technology, Automation, and Eco-
nomic Progress. Like Kennedy, Johnson was not opposed to automa-
tion. When signing the bill to establish the commission, he noted that 
“technology is creating both new opportunities and new obligations for 
us. . . .” He saw both an opportunity for faster productivity growth and 
the obligation to make sure that no worker and family “must pay an 
unjust price for progress.” Automation, he argued, could be the “ally of 
our prosperity if we will just look ahead, if we will understand what is 
to come, and if we will set our course wisely after proper planning for 
the future.”34 Large parts of the commission’s report, published in 1966, 
was dedicated to investigating “the belief that technological change is a 
major source of unemployment” and the fear that technology would 
eventually “eliminate all but a few jobs, with the major portion of what 
we now call work being performed automatically by machines.”35 But 
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unlike Kennedy’s Advisory Committee on Labor-Management Policy, 
the commission concluded that persistent unemployment in the pe-
riod 1954–65 was not due to automation, and the conclusion was sup-
ported by some actual analysis. “The persistence of a high general level 
of unemployment in the years following the Korean war,” the commis-
sion asserted, “was not the result of accelerated technological pro
gress. Its cause was interaction between rising productivity, labor force 
growth, and an inadequate response of aggregate demand.”36 Yet de-
spite this conclusion, the commission considered automation suffi-
ciently disruptive to recommend making the government the employer 
of last resort, expanding free education, and introducing a guaranteed 
minimum income.

The parallels with the technological unemployment debates of the 
1920s and 1930s are many. Like the National Research Project of the 1930s, 
the commission of the 1960s was set up to investigate the role of tech-
nology in unemployment. Though the findings of the commission were 
more conclusive, both bodies failed to settle the debate and, as in World 
War II, ended the technological unemployment concerns in 1940; an-
other war effectively stopped the automation debate in 1965. As Woirol 
writes, “Automation then remained a major popular issue through the 
mid-1960s. Only after unemployment fell below 4 percent during the 
Vietnam War did automation begin to disappear as an everyday topic 
in popular publications.”37

What is missing from most commentary and scholarship, however, 
is an understanding of how workers felt about technical progress. As we 
have seen, in Britain during the classic years of the Industrial Revolu-
tion, workers made their voices heard in one way or another. They 
petitioned Parliament, urging it to block the spread of worker-replacing 
technologies. They expressed their frustration in novels and poems. 
And they rioted against the spread of machinery. While the sentiment 
of union leaders like William Green suggests that workers were not in-
terested in blocking the progress of technology in the twentieth century, 
there is little direct evidence of workers’ attitudes toward mechanization 
during the days of the technological unemployment debates. One rare 
source of information is letters written to the Roosevelt administration 
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during the Great Depression. These letters include policy proposals by 
ordinary citizens that provide some insight into the concerns of the 
American public. Using a sample of eight hundred letters, Woirol recently 
classified a small percentage of their proposals.38 Most common were 
plans intended to increase consumer purchasing power through the im-
plementation of minimum wages, price controls, government loans, pen-
sion or unemployment insurance programs, and direct job-creation plans. 
Other plans favored the expansion of public employment in work projects 
of various kinds. But some citizens also favored policies to stop job dis-
placement forces: 5 percent of the letters argued for restrictions on labor-
saving machinery.

While Woirol’s sample might not be representative of the American 
public, it does suggest that even during the years of most extreme hard-
ship, few people believed that restrictions on machinery were a good 
idea. However, this somewhat limited evidence does not shed any light 
on how workers whose jobs were directly affected by technical progress 
perceived it. But during the 1950s and 1960s, sociologists made serious 
efforts to study workers’ attitudes toward mechanization. Their findings 
underline the intuition underpinning this book—that attitudes de-
pended very much on how workers adjusted to the technology. In the 
context of the installation of an IBM 705 computer in a large public 
utility, for example, William Faunce, Einar Hardin, and Eugene Jacob-
son found that “for many individuals this was a period of growth; for 
others a period of failure and disillusionment. The change severely 
tested marginal employees and supervisors, while at the same time giv-
ing the more experienced and able ones the opportunity to develop and 
to demonstrate their work potential. The dislocation and the loss of 
duties and jobs was a serious problem for some employees.”39

Similar studies were also conducted in a factory setting. Surveying 
workers in two power plants, Floyd Mann and Lawrence Williams 
found that operators in the more automated plant on average liked their 
current jobs more.40 They had to spend less time doing dirty work, felt 
they had more responsibility, and had more contact with other employ-
ees. This, of course, tells us little about how they perceived the transition 
associated with mechanization. To that end, Faunce, a sociologist, 
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investigated how people fared as they were transferred to an automated 
automobile-engine plant in 1958.41 He found that workers overwhelm-
ingly preferred the automated factories to the old ones, primarily due 
to the reduction in the handling of heavy materials, which made their 
jobs less physically demanding. But attitudes toward mechanization 
were not always favorable from the onset. In a study of an automated 
steel mill, Charles Walker found that job satisfaction varied significantly 
throughout the process of adjustment: “The same job characteristics, 
all stemming from the automatic or semiautomatic operations of the 
mill which had at first been feared and hated, were later the source of 
satisfaction.”42 Once the new became the familiar, attitudes shifted.

Thus, in a review of the literature, Faunce and coauthors aptly sum-
marize the matter as follows:

Field research suggests that the impact of office automation upon job 
satisfaction varies depending on . . . ​whether the employees are in 
electronic data-processing departments which gain work tasks or in 
other affected departments that lose tasks, whether the computer is 
of large or medium size, and on several other circumstances. Office 
employees think the broad impact of office automation is to elimi-
nate jobs and regard the methods changes as temporarily disruptive, 
but they often welcome change and rarely reject mechanization as 
such. Attitudes toward change appear to depend on the ability of the 
individual to deal effectively with change and on the skill with which 
the organization manages the change. Studies of factory automation 
suggest that automated plants are preferred as work places to less 
advanced plants, although they provide important sources of dissat-
isfaction. The sources of satisfaction and dissatisfaction vary over the 
course of adjustment to automation.43

To be sure, none of these studies surveyed displaced workers, and it 
stands to reason that those who found their jobs taken over by machines 
had less favorable attitudes toward automation. Indeed, even if no 
displacement took place, attitudes toward technological change were 
evidently shaped by how workers were affected in their current roles. 
When workers found part of their jobs transferred to machines, the loss 
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of duties was more likely to be accompanied by fears of losing their jobs. 
In contrast, when new tasks and duties were created, workers often felt 
a sense of increased responsibility, although they sometimes worried 
about inadequate training. While their perception of technological 
changes was clearly always contextual, attitudes in large part depended 
on whether the technology augmented or replaced workers’ skills. For 
the most part, as we shall see, technical progress did the former. Mecha-
nization made workers’ skills more valuable in existing tasks and created 
many entirely new ones, thereby increasing the bargaining power of 
labor and allowing workers to earn better wages. This also helps explain 
why there were few Luddites in the twentieth century.
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How did the accelerating pace of change affect the majority of working 
Americans? Despite rapid mechanization, twentieth-century America 
never experienced machinery riots on a comparable scale to those in 
Britain during the classic period of the Industrial Revolution. In the 
nineteenth century, in contrast, there were some incidents of workers 
rebelling against machines. In 1879, the year that Thomas Edison inven
ted the light bulb, the New York Times reported the story of Elias Grove, 
whose wheat-threshing machine was destroyed in a fire. Ten days later 
a letter arrived with a warning: “Mr. Grove: You will stop your other 
machine or next will be your life. We intend to stop steam threshing. We 
do not get enough work through the Winter and Summer.”1 The article 
noted that a number of farmers had received similar threatening letters. 
However, more recent examples of American workers destroying ma-
chinery for fear of losing their jobs are hard to come by. The historian 
Daniel Nelson writes:

The mechanization of agriculture was not painless. As early as the 
1830s, the advent of threshing machines provoked protests, occasion-
ally violent, from men who devoted their winters to flailing wheat. 
More serious opposition appeared in the mid-1870s, when recession 
coincided with the appearance of the labor-saving twine-binder, a 
machine that substantially reduced the size of harvest crews. Strikes 
and terrorist acts punctuated the normally placid midwestern sum-
mer of 1878. Ohio, still an important wheat-producing state, was the 
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center of violence. . . . ​As the economy improved in 1879 and fewer 
city workers turned to the countryside for employment, the crisis 
passed. Thereafter there was little or no overt resistance to 
mechanization.2

This is not to suggest that U.S. labor history was otherwise peaceful. The 
renowned labor historian Philip Taft and Philip Ross, a professor of 
industrial relations, have argued that “the United States has had the 
bloodiest and most violent labor history of any industrial nation in the 
world.”3 But labor violence in twentieth-century America rarely tar-
geted machinery. It is indeed somewhat telling that Taft and Ross’s de-
tailed review of the causes of strikes and incidents of labor violence does 
not provide a single reference to the introduction of labor-saving tech-
nology as the cause of such incidents. Other studies examining the 
determinants of strikes in the period 1900–70 do not even consider 
mechanization as a potential cause of workers’ decisions to strike.4 
One reason for the absence of any machinery riots might be that white 
Americans in the twentieth century had other means of expressing their 
frustration. Instead of casting their votes with sticks and stones, they 
could simply show up at the ballot box. However, despite the privilege 
of being able to vote, workers frequently showed their frustration about 
their wages and working conditions in general through violence. So why 
did they not violently oppose mechanization? The most convincing ex-
planation is the simplest one: labor, for the most part, greatly benefited 
from the steady flow of new technologies.

The emergence of trade unions, it is true, also provided a mechanism 
for settling disputes that was not available to British workers in the early 
nineteenth century: labor unions became legal in Britain in 1825, when 
a very small percentage of workers joined them, and their members 
obtained the legal right to strike only in the 1870s.5 And the approach 
taken to mechanization by the unions in the twentieth century sheds 
light on its benefits for their members. Union leaders were well aware 
that the pay a worker takes out of his envelope at the end of the week 
depends on the amount of mechanical power standing behind him. Fac-
tory electrification allowed workers to produce more and thus earn 
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more. Instead of raging against the machine, workers and trade unions 
battled to maximize their gains from progress. From the perspective of 
trade unions, mechanization was a way of achieving many of the bene-
fits their members demanded, including higher wages, shorter hours, 
and earlier retirement. Walter Reuther, who had spent a large part of his 
career leading the union of American automobile workers, was evi-
dently not opposed to mechanization. His attitude was simply that 
people’s purchasing power must grow in tandem with the productive 
capacity of American industry. Reuther was also a vocal proponent of a 
guaranteed annual income. In an interview, he said that he looked for-
ward to “the day when the worker would spend less time at his job and 
more time working on a concerto, a painting or in scientific research.” 
He confidently predicted: “Technological advances will make that pos
sible. . . . ​In the future an auto worker may only work 10 hours at the 
factory. Culture will become his main preoccupation. Working for a 
living will be sort of a hobby.”6 Technology, he believed, would turn the 
backyard of the American worker into a Garden of Eden.

Most trade union officials may not have shared Reuther’s utopian 
vision, but as long as their members gained from progress, mechaniza-
tion was equally in their interest. A series of separate case studies by the 
Bureau of Labor Statistics (BLS) illustrates this point by showing that 
unions frequently took an active role in the mechanization process. In 
one bakery, the introduction of semiautomatic production techniques 
was handled through collective bargaining, which allowed managers 
and union officials to resolve issues of displacement, downgrading, and 
compensation: “The consensus of the workers, as expressed by the local 
union president, was that the results of the changes on the whole were 
advantageous to them. . . . ​The local union president believed the work-
ers have shared in the greater productivity of the plant through the wage 
increases and fringe benefits obtained in the past few years.”7 Naturally, 
the change to increased automation meant some shifting of people 
from jobs in reduced activities to jobs in expanding ones. And in some 
cases, the shift meant a downgrading in skill level, while in others up-
grading took place. When informing the union business agent about 
the company’s plans, including estimated displacement, management 
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guaranteed that any workers downgraded into jobs of lower pay would 
continue to be paid at their current rate. This announcement was per-
ceived to reduce automation anxiety and was later formalized into a 
union contract. In every case that a union was involved, the BLS shows, 
its approach was to make sure that its members reaped the benefits of 
mechanization rather than stood in the way of it.8 The benefits of tech-
nology to labor as a whole were simply too large, even if some workers 
lost out in the process. And any transitions were helped by the fact that 
companies often compensated workers who lost their jobs to machines. 
Unlike in the nineteenth century, the focus of labor in the twentieth 
century was on managing the transition instead of blocking technologi-
cal progress. And the unions, acting in interest of their members, were 
for the most part a helpful facilitator in this regard. Looking back in 
1984, the Congressional Office of Technology Assessment noted that 
“labor-management relations play an important role in the introduction 
of new technology. Using collective bargaining, organizing, and political 
strategies, unions in the United States have attempted to minimize what 
are perceived to be the socially harmful effects of new technologies on 
the labor force. Their efforts have generally been directed toward easing 
the adjustment process rather than retarding the process of change.”9

Labor had good reason to praise progress. As the winds of techno-
logical change swept through the workplace, jobs became more pleas-
ant, less hazardous, and better paid. Mechanization made it possible for 
people to move away from sweat and drudgery to well-paid jobs that 
were less physically demanding. The outflow of workers from agri-
culture to blue- and white-collar jobs laid the foundations for the 
emergence of a growing and increasingly prosperous middle class. The 
American experience before the 1980s thus contrasts markedly with that 
of the British in the classic period of the Industrial Revolution, where 
the human costs of displacement were high because workers were left 
little choice but to take lower-paying jobs. As the factory replaced the 
domestic system, few had the means to acquire costly human capital to 
become managers, accountants, clerks, mechanical engineers, and so 
on. Instead, they were left competing for low-skilled production jobs 
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that were simple enough to be performed by children. But if workers 
are able to shift into less hazardous, more enjoyable, and better-paying 
jobs, any distress will be short-lived. In the twentieth century, the abun-
dance of semiskilled jobs in America’s offices and factories, brought by 
the Second Industrial Revolution, provided the best reassurance for 
those who feared unemployment. Some Americans, it is true, failed to 
climb the economic ladder. As noted, older workers with highly special-
ized skills living in isolated areas often struggled to adjust and could be 
forced to shift into low-skilled jobs at lower wages and reduce their stan-
dards of living, at least temporarily. But while mechanization made a 
few workers worse off individually in the short run, the expectation that 
they would benefit in the medium term seemed justifiable to the vast 
majority of ordinary people.

The End of Drudgery

Perhaps the greatest contribution of mechanization was that it made the 
workplace safer and less physically demanding.10 Consider for a mo-
ment the stark contrast between the air-conditioned offices in which 
most Americans work today and the environment in which most citi-
zens worked a century ago. In 1870, almost half of working Americans 
were still employed in agriculture. The occupation of farming was not 
just hard work, it was also economically risky. Because most people 
derived their subsistence from the natural world, they had to contend 
with heavy rains, droughts, forest fires, swarms of insects, and so on. The 
farmer was thus left coping with many variables beyond his control that 
could have devastating economic consequences. The dust storms in the 
1930s, for example, blew vast quantities of topsoil off the farmland. On 
“Black Sunday” in 1935, “one such storm blanketed East Coast cities in 
a haze.”11 By the 1940s, many Great Plains farms had lost more than 
75 percent of their topsoil, and farmers had lost around 30 percent of the 
per-acre value of their land as a result.12 And if the outdoor nature of the 
job made things unpredictable, the uncertainty of maintaining a steady 
income was made even greater by the constant risk of injury. Long 
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working days with animal power as the only help meant a constant 
strain on muscles. Danger and drudgery were part of everyday working 
life.

Miners were hardly better off. Workers could spend several days under
ground without sunlight. Before electrification, kerosene lamps pro-
vided the only light miners would have. In addition, mine workers were 
constantly exposed to cave-ins, explosions were always a risk, and lung 
disease often came as part of the work package. In the late nineteenth 
century, roof collapses, flooding, and accidental explosions meant that 
coal-mining deaths occurred on a daily basis.13 And although the intro-
duction of machines in the factories meant that exceedingly hard and 
laborious tasks were replaced, they rarely made the workplace safer. 
Statistics on industrial accidents associated specifically with machines 
remain sparse, but such accidents were evidently frequent enough for 
the New York Times to run out of phrases to describe such incidents: 
“killed by machinery,” “killed in the machinery,” “mangled by machin-
ery,” “terribly mangled by machinery,” “crushed by machinery,” and 
“scalped by machinery” appeared in the many headlines of reports on 
deaths from industrial accidents during the 1870s and 1880s. Among the 
many casualties, one proprietor of a large paper mill in Lambertville, 
New Jersey, got his clothing caught in the shafts and “was thrown violently 
to the floor and the top of his head was torn off.”14 Another engineer in 
Newark, New Jersey, was “crushed to a pulp” after he was trapped in the 
shafts of the engine. Beyond machinery accidents, explosions and fires 
were a constant threat. The Triangle Shirtwaist Factory fire of 1911  in 
New York City, described by the news media as the “the worst calamity 
that has befallen us since the burning of the Slocum,” cost the lives of 
148 workers, most of them young women.15 As fire ravaged the factory, 
many people jumped out of the windows—only to be picked up either 
squashed or fearfully injured. Few of the workers who escaped death 
but were left seriously injured or disabled received any meaningful com-
pensation to support themselves and their families.

For the most part, electrification was a blessing to workers, making 
factories brighter, more pleasant, and safer, although electricity also 
brought the previously unknown dangers of shock and electrocution 
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into the factory. Immigrants who came in contact with the force of elec-
tricity for the first time were the prime victims: “A newly landed Croa-
tian lad of seventeen was killed by fooling with a switch with wet gloves 
on, watching the sparks fly.”16 Overall, however, electrification and 
safety went hand in hand. Belts, gears, and shafts were the main sources 
of factory accidents, posing a constant danger to workers’ fingers, arms, 
and lives. The switch to unit drive eliminated the jungle of belts and 
shafts and the accidents associated with them. Electrical machines also 
stirred up less dust, making the air cleaner and working conditions 
healthier. The displacement of gas by electric light further reduced hu-
midity and improved oxygen in factories, while making acid fumes a 
matter of the past. And, increasingly automatic machines eventually 
lightened toil. It is thus no wonder that factory electrification for the 
most part was welcomed by workers (chapter 6). Indeed, in the period 
1926–56, when the first comprehensive statistics on injury frequency 
rates were collected, the average number of disabling injuries in manu-
facturing was halved, as was also the case in mining.17 As one factory 
worker at Henry Ford’s River Rouge plant marveled in 1955, “Automa-
tion has saved me. . . . ​If I had to lug those heavy blocks into position like 
I used to I could not last till I was 65. Now I expect to be working till I am 
80.”18 His only complaint was having put on thirty-three pounds since 
being aided by machinery.

As work gradually became less physical demanding, industrial hy-
gienists of the 1950s and 1960s speculated that many injuries from the 
lifting, handling, and unloading of goods would become historical con-
cerns. In textile weaving, safety devices were introduced on looms, au-
tomatically disconnecting the machine in case of any accident. And one 
Ford plant is reported to have experienced an 85 percent reduction in 
cases of hernia after the installment of automatic machines.19 Automa-
tion, according to the BLS, meant that man no longer had “to pace him-
self to the rhythm of the machine, a rhythm which may be an unnatural 
one and result in tension and possible accidents.”20

Machines meant the end of the most hazardous, dirty, and back-
breaking jobs. For millennia, agriculture had been most people’s preoc-
cupation. Now, in less than a century, technology had shifted the bulk 
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of the American workforce from farms to factories and offices. Table 1 
illustrates the remarkable occupational evolution of the American 
workforce: between 1870 and 2015, the share of working people in agri-
culture declined from 45.9 percent to 1.0 percent. While that share was 
falling even before 1900, this decline was due to the relatively rapid ex-
pansion of blue- and white-collar jobs. In terms of total employment, 
the agricultural sector saw its peak in 1910. Thereafter, it lost jobs in 
every decade. The main reason why workers left the farm, as we shall 
see, was more lucrative job opportunities in the cities. This, in turn, 
sparked incentives to mechanize. Tractor use slowly expanded after 
World War I, but the main burst of growth began in the late 1930s, and 
by 1960 80.0  percent of American farms had tractors, up from 
16.8 percent in 1930.

The tractor alone can account for much of the reduction in labor 
requirements in farming. According to estimates by the Department for 
Agriculture, in 1960 the tractor had saved 3.4 billion man-hours in field 
operations and caring for draft animals, representing the equivalent of 

table 1: The Changing Composition of the U.S. Workforce, 1870–2015

1870 1900 1940 1980 2015

Farmers and 
farm laborers

45.9% 33.7% 17.3% 2.2% 1.0%

Blue-collar 
workers

Total 33.5 38.0 38.7 31.1 21.5
Craft workers 11.4 11.4 11.5 12.0 8.4
Operatives 12.7 13.9 18.0 14.7 8.9
Laborers 9.4 12.7 9.2 4.3 4.3

White-collar 
workers

Total 12.6 18.3 28.1 38.9 37.3
Clerical workers 1.1 3.8 10.4 19.2 15.5
Sales workers 2.3 3.6 6.2 6.7 6.2
Domestic service workers 7.8 7.6 4.4 0.6 0.0
Other service workers 1.4 3.2 7.1 12.3 15.6

Managers and 
professionals

Total 8.0 10.0 15.1 27.8 40.1
Managers and proprietors 5.0 5.9 7.9 10.4 14.7
Professionals 3.0 4.1 7.1 17.5 25.4

Source: 1870 to 1980 from Historical Statistics of the United States (HSUS), Table Ba1033-1046; 2015 from 
Ruggles et al. (2018). See also Gordon (2016), Table 8-1.
Note: Numbers may not sum to totals because of rounding.
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1.74 million farmworkers.21 By that time, the agricultural sector had ex-
perienced a net reduction of 5.7 million farming jobs since its peak. 
Though labor-saving estimates for automobiles and trucks are unavail-
able for 1960, in 1944 they saved more than 1.5 billion man-hours in haul-
ing and travel time and another 1.1 billion man-hours that would have 
been devoted to taking care of horses and mules.22 At the same time, 
rural electrification relieved workers of tedious tasks such as the milk-
ing of cows by hand, and irrigation became less laborious with the ar-
rival of electrical pumps. Like motorized vehicles, electrification virtu-
ally eliminated the need for workers in some domains: “By the middle 
1920s the local Campbell Ice Cream and Milk Company had electrical 
processing equipment connected by pipes, so that the milk never had 
to be handled directly or exposed to the air, but could be pumped from 
one stage to the next as the machines separated the milk from the cream, 
heated the raw milk to pasteurize it, homogenized it, cooled it to near 
freezing, and then bottled it.”23 

Meanwhile, in mining, mechanization made inroads into the heavy 
manual work of loading coal onto electric cars in the 1920s, described at 
the time as “the most widespread form of drudgery existing in industry 
today.”24 In a mere decade, the volume of mechanized loading in coal 
mines expanded by a factor of twenty. And mechanized loaders were 
entering metal mines as well. In the Michigan copper mines in the early 
1930s, it was reported that the adoption of “mechanical loaders and scrap-
ers has replaced shovelling in large measure.”25 And as hard physical labor 
in the mines and the factories was gradually transferred to electrified 
machines and backbreaking toil on the land was taken over by motor 
power, workers shifted into the comforts of air-conditioned offices: as 
shown in table 1, people leaving agriculture after 1940 mainly took up 
work in offices.26 This was largely due to the spread of office machines, 
not despite them. The time saved by the use of the great number of type-
writers and adding and calculating machines was surely significant, but 
without them many tasks would have been too laborious to be econom
ically feasible on a large scale. Much of the work done by office machines 
would probably not even have been done had the machines not been 
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invented. As Harry Jerome wrote, “If letters were all written by hand, and 
computations all made by laborious and expensive human effort, there 
would be a marked shrinkage in the volume of correspondence and com-
putation considered necessary and economical.”27

In other words, machines were responsible for relieving workers of 
the most dangerous and physically demanding tasks as well as for creat-
ing new and more pleasant ones in electrified factories and air-
conditioned offices. Economist Robert Gordon has calculated that the 
share of the workforce engaged in jobs that can be deemed physically 
challenging and dangerous fell from 63.1 in 1870 to 9.0 percent in 1970.28 
Of course, such estimates inevitably understate the demise of unpleas-
ant work because the content of many unpleasant jobs changed for the 
better as well. As Gordon notes, “One only need contrast the 1870 
farmer pushing a plow behind a horse or mule, exposed to heat, rain, 
and insects, with the 2009 farmer riding in the air conditioned cab of 
his giant John Deere tractor that finds its way across the field by GPS 
and uses a computer to optimally drop and space the seeds as the farmer 
reads farm reports and learns about crop prices on a fixed screen or 
portable tablet.”29

More Jobs, Better Pay

Technology not only made jobs less hazardous and physically demand-
ing, it also led to better-paying jobs. In the period 1870–1980, hourly 
compensation kept track with labor productivity (figure 9). Of course, 
factors other than technology also affected compensation. Though this 
book is about long-run trends in living standards rather than short-run 
fluctuations, a few arguably significant variables warrant some discus-
sion. Part of the reason why real wage growth was rapid in the early 
twentieth century has been attributed to the rise of welfare capitalism 
in the 1910s and 1920s, which gave a boost to workers’ wages as compa-
nies sought to retain their employees. With more and more capital tied 
up in machines, the skills required to operate them naturally became 
increasingly valuable. At the Ford Motor Company, the cost of 
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constantly training new workers, as many others left the company for 
better jobs elsewhere, prompted action. To keep its workers, the com
pany introduced the five-dollar-a-day wage, effectively doubling the wages 
of the employees working in its factories. Since Ford accounted for almost 
half of the American production of automobiles, increasing the wage to 
five dollars a day can justly be regarded as “the most dramatic event in the 
history of wages.”30 In addition to raising wages, Ford also introduced a 
new welfare program for its workers, and companies like Procter and 
Gamble, General Electric, and Goodyear Tire soon followed suit, institu-
tionalizing similar programs that returned some of the productivity gains 
to employees in terms of better wages, medical services, pension plans, 
and so forth. When the BLS surveyed 431 companies in 1917, it found that 
almost all of them had some form of welfare-capitalist scheme in place.31
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However, what has been described as corporate altruism is more ac-
curately referred to as corporate paternalism. Welfare programs were 
rarely unconditional. The Ford Motor Company, for example, set up a 
Sociological Department to advise its employees on improving their 
lifestyles, and department staff members visited employees’ homes to 
inspect them for cleanliness and make sure that workers were in fact 
married, as the company required. It was not uncommon for Ford em-
ployees to get young amateur actresses to play the role of a loving wife 
during company visits.32 But welfare capitalism nonetheless raised 
workers’ expectations of what employers must provide. As Louis Hertz’s 
The Liberal Tradition in America illustrates, the commitment to Jefferso-
nian individualism, small government, and strong property rights is 
deeply ingrained in American culture.33 

Quite possibly, welfare capitalism helped pave the way for what the 
historian Jefferson Cowie has called the “great exception” in American 
political history—that is, the era of “collective economic rights” created 
by the New Deal. New Deal legislation evidently did much to shift the 
balance of power between capital and labor.34 The National Labor Rela-
tions (“Wagner”) Act of 1935 guaranteed the right of employees to orga
nize into trade unions and bargain collectively for better conditions. It 
also provided mechanisms for solving disputes, such as the establishment 
of the National Labor Relations Board to mediate between employees 
and employers. Other legislation targeted compensation more directly. 
The National Industrial Recovery Acts of 1933 and 1935 authorized the 
president to prescribe a limited code of fair competition, including setting 
minimum rates of pay. And the Fair Labor Standards Act of 1938 intro-
duced the forty-hour workweek for many Americans, while mandating 
employers to pay workers for any overtime hours.

Welfare capitalism and New Deal legislation surely affected compen-
sation. But needless to say, these variables cannot account for the tra-
jectories of real wages over a century. The strengthening of unions 
might, of course, also have affected wages over the long run.35 It is true 
that most studies suggest that unionized workers earned higher wages 
than their nonunionized counterparts as late as the 2000s, when much 



T h e  T r i u m p h  o f  t h e  M i d d l e  C l a s s   201

of their power had already faded. Labor unions clearly played a role in 
raising pay for their members and in giving them political voice. But in 
the end, the bargaining power of unions depends on the value of the 
skills and knowledge of the workers they represent. The case of the tele-
phone operator illustrates this point vividly. When operators went on 
strike in 1968, it had virtually no effect at all, as automation kept the 
system running. The strike was barely noticed, apart from the headline 
“Automation Keeps Struck Phone System Working.” Citizens trying to 
call friends and relatives in different parts of the country were for the 
most part able to connect themselves. As one contemporary observer 
pointed out, “If a telephone strike had taken place a dozen years ago it 
would have been difficult and often impossible to place a long-distance 
call in the United States.”36 In contrast, automation allowed a few execu-
tives and supervisors to fill in for the 160,440 strikers. The simplicity of 
the automated system meant that the other employees had few techni-
cal difficulties taking over from the operators. In cases where the skills 
of a union’s members became redundant, the union lacked the bargain-
ing power to make much of a difference. The best it could do was negoti-
ate exit deals for its members. When longshoremen saw their skills 
made obsolete by containerization, for example, the longshoremen’s 
union achieved nothing more than financial compensation and retrain-
ing for the workers who lost their jobs to machines. And quite naturally, 
as the occupation of longshoremen diminished, so did the clout of the 
union.

On balance, it seems safe to conclude that the strengthening of 
unions following the Wagner Act can account for part of the growth in 
real wages relative to those before 1930. But the wages of textile workers 
grew steadily even during the closing decades of the nineteenth century, 
when textile unions were weak.37 And as we all know, whether people 
unionize or not, wages can grow over the long run only if workers con-
tinue to become more productive. Figure 9 shows how hourly wages 
rose together with output per worker until the 1970s. In America, like 
in Britain, this pattern emerged in the absence of organized labor and 
without any significant government intervention. The rising tide of 
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people’s wages gives additional weight to the view that the first three-
quarters of the twentieth century was a time when much technological 
change was of the enabling sort. As Gordon notes:

Some part of the explanation of rapid real wage increases before 1940, 
particularly between 1920 and 1940, may be attributable to the end of 
mass immigration and the encouragement of labor unions by New 
Deal legislation. But ultimately it was technological change that 
drove real wages higher. Part of this was compositional—new ma-
chines that pulled, pushed, carried, and lifted shifted the composition 
of employment away from the common laborer to operatives doing 
specialized albeit repetitive tasks and to new layers of supervisors, 
engineers, and repairmen to plan the layout of the machines, train 
new workers, and tend the machines. Firms began to raise pay to 
reduce turnover, for the assembly line could be slowed if an experi-
enced worker quit and was replaced by someone who could not ini-
tially keep pace. Much of this shift in the nature of employment was 
created by the rise of the automobile industry and its assembly line 
method of production and is symbolized by the contrast between the 
dark, satanic steel mills of the 1870s and the smoothly running Ford 
and General Motors assembly lines of the 1920s.38

As discussed, the Second Industrial Revolution spawned new tasks for 
labor. The general-purpose technologies of the century boosted produc-
tivity and employment, while reducing unemployment.39 Technology 
also increased workers’ earnings capacity by bringing steam to low-
productivity sectors like farming and by allowing more citizens to shift 
into more productive and better-paying jobs. The growth of the electri-
cal industry offers a remarkable illustration of the ingenuity of inven-
tors, the entrepreneurial spirit of enterprise, and the fluidity of the 
American workforce. Like the automotive industry, which overtook the 
railroads as America’s largest industry in 1940, the electrical industry 
became a significant operation. Together with its supplier industries, it 
supported millions of Americans. As electrical appliances poured into 
homes, relieving the American housewife of many burdens, mass pro-
duction created a host of previously unimaginable occupations and 
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industries. An early survey of new industries in 1905 takes note of the 
high pay in all of the electrical industries, explaining why not a single 
strike of any serious magnitude had been recorded. Around that time, 
the electrical industry was still relatively minor, providing employment 
for some forty-six thousand people.40 However, in the succeeding de
cades the mass production of telephones, radios, washing machines, 
refrigerators, electric irons, and so forth required more and more opera-
tors to meet Americans’ growing appetite for new consumer goods. 

Old industries gave way to new ones. Employment in the automotive 
industry, for example, peaked nearly a century after textile employment. 
But even old industries continued to expand, as mass production made 
many consumer goods available to a growing percentage of the popula-
tion.41 Crucially, workers in these industries benefited from production 
technologies that allowed them to earn better wages. In several separate 
case studies, the BLS found that the introduction of new machines led 
to the creation of new tasks and better-paying jobs.42 The growth of 
these industries was also the best unemployment insurance people 
could get. A blue-collar worker who lost his or her job had many more 
options at a time when semiskilled jobs were abundant. Clearly, tech-
nology did cause some occupations to vanish—like those of lamp-
lighters, elevator operators, laundresses and so on—yet these jobs em-
ployed only a fraction of the workforce relative to the new machine-aided 
occupations that emerged.

Of course, as noted above, millions of farm jobs disappeared. So what 
happened to all the farm laborers? Following publication of an influen-
tial 1967 paper by the economist Richard Day, it was long believed that 
an explosion of labor-saving technologies in agricultural production 
forced workers to leave the countryside.43 Indeed, Otha D. Wearin, an 
agricultural columnist in Iowa, wrote in 1971: “The productive capacity 
of power machinery has greatly reduced the farm population. Occupied 
farming units have become fewer and fewer, and farther and farther 
apart, as producers with power machinery reach out for more and more 
land to justify their investment. Country churches, country schools, 
country society and small country towns have suffered. In fact, many of 
them have completely disappeared.”44
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The decline of rural institutions and communities was partly offset 
by the automobile, which made people more mobile. But there can be 
no doubt that some rural communities suffered. However, mechaniza-
tion of agriculture was rarely the reason. We now know that Day hugely 
overstated the role of mechanization in cotton harvesting, claiming that 
cotton in the Mississippi Delta was entirely harvested by machine in 
1957, when in fact only 17 percent of it was. A recent study of the cotton 
harvester shows that 79 percent of the decline of hand picking was due 
to wages rising more rapidly elsewhere.45 Rather than being pushed out 
of the farms, laborers were pulled out by better-paying jobs in the cities. 
In fact, the mechanization of agriculture was in large part the result of 
cheap labor leaving the countryside. The economists Richard Hornbeck 
and Suresh Naidu have demonstrated that the exodus of labor from the 
rural areas prompted farmers to invest in mechanization.46 

Rural electrification, tractors, trucks, and automobiles all reduced 
labor requirements on the farm. As the historian Wayne D. Rasmussen 
writes, “With electricity farmers could run useful devices of all kinds, 
including not only electric lights but also milking machines, feed grind-
ers and pumps. It took the war, however, and the accompanying shortages 
of farm labor, high prices for farm products and an enormous demand 
for those products to convince nearly all American farmers to turn to 
tractors and related machines.”47 He also notes that most Americans, to 
whom better-paid jobs were available, did not want farm jobs, leaving 
those jobs to immigrants or machines: “Much of the tomato crop in 
California had been picked by Mexican laborers who entered the U.S. 
under the terms of the Bracero program. When the program was ended 
in 1964, growers reported it was not possible to recruit U.S. citizens to 
do the work. Some labor leaders disputed this view, but the controversy 
was effectively ended by the successful mechanization of the 
harvest.”48

 Even when workers were forced to leave the farm, technology was 
rarely the reason. Natural disasters like the Great Mississippi Flood of 
1927 prompted people to search for more stable employment in the cit-
ies, which induced farmers to mechanize. The Dust Bowl of the 1930s 
was another environmental catastrophe that eroded the livelihoods of 
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many farmers on the Great Plains, leaving them with no viable option 
except to leave.49 There can be no doubt that some farm laborers strug
gled as work disappeared in the countryside, especially during the Great 
Depression. But overall, farm laborers were drawn to the cities by the 
job opportunities offered by mass production. The Great Migration 
from the rural South to industrial cities like Chicago and Detroit was a 
key event in U.S. economic history. Spurred by World War I, which si
multaneously increased the demand for workers in manufacturing and 
interrupted immigration from Europe, many people left farms for fac-
tories.50 This, in turn, spurred mechanization on the farms. As Ivanhoe 
Whitted of the Iowa Department of Agriculture explained to the New 
York Times in 1919, “The Iowa farmer is turning to the tractor because it 
helps toward the solution of the vexatious problem of farm labor.” Four 
decades before, he pointed out, there were few large cities, and labor in 
the countryside was plentiful and cheap. But thanks to manufacturing, 
great cities had sprung up at the expense of rural areas, leaving no farm 
labor to spare. The tractor, he added, “saved the day.”51 But it was enthu-
siastically adopted only after cheap labor had dried up.

The smokestack cities and towns of the Second Industrial Revolution, 
which powered American growth for almost a century, continued to 
churn out more stable and better-paying jobs for semiskilled workers. 
Perhaps the best evidence that people were drawn into the cities is the 
absence of resistance to the mechanization of agriculture after 1879. As 
noted above, before the Second Industrial Revolution, there were sev-
eral episodes of unrest due to employment fears over the mechanization 
of agriculture, but thereafter opposition to agricultural machines practi-
cally disappeared.

In the age of mass production, despite the endless churn in the labor 
market, workers could for the most part expect to come out ahead. As 
productivity grew, so did their wages. Indeed, when Nicholas Kaldor 
listed six famous “stylized” facts of growth in 1957, he essentially sum-
marized what economists had learned from the steady growth over the 
century, noting that the shares of national income received by labor and 
capital had been roughly constant over the long run.52
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Equal Gains

As America got richer, it also became more equal. What makes the 
growth in the early twentieth century truly exceptional is not just its pace 
but how widely it was shared. The period 1900–1970 has rightly been 
regarded the “the greatest levelling of all time.”53 Incomes were rising 
for virtually everyone, and they were growing even faster at lower ranks. 
As Americans in the middle and at the lower end of the income distribu-
tion became the prime beneficiaries of progress, inequality went into 
reverse. Along with every other industrialized nation, America saw the 
share of income accruing to people at the top, fall. It may be telling that 
unlike economists of the Industrial Revolution (like Thomas Malthus, 
David Ricardo, and Karl Marx) who were all fond of apocalyptic eco-
nomic predictions, economists living in the aftermath of the Second 
Industrial Revolution were largely optimistic—perhaps overly so. In 
any event, the idea that industrialists grew rich on the misery of workers 
had evidently fallen out of fashion. In the 1950s, Robert Solow advanced 
a model of a balanced growth path, in which progress delivered equal 
benefits for every social group; Kaldor put forward his stylized facts of 
economic growth, showing that the labor share of income had remained 
roughly constant, at two-thirds of national income, despite rapid mech-
anization; and Simon Kuznets advanced his hugely optimistic theory of 
economic progress in which inequality automatically decreases, regard-
less of economic policy choices.54 Their optimism surely seemed war-
ranted at the time. Schumpeterian growth did indeed make America 
both richer and more equal.

Like the doomsday economists of the Industrial Revolution, however, 
twentieth-century economists were unfortunately fond of developing 
iron laws of economics that could be used to explain the trajectory of 
capitalist development for every time and place, though it is not hard to 
understand their appeal. Kuznets’s theory, which shaped how econo-
mists thought about inequality for half a century, was intuitive and 
straightforward. It predicted that the early shift from the agricultural 
sector to the higher-income, higher-inequality manufacturing sector 
would drive up inequality in the early phases of industrialization. But as 
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manufacturing employed a growing share of the population, a larger 
percentage of citizens would harvest the benefits from growth, and in
equality would eventually diminish. Technological progress, in other 
words, inevitably brings about an episode of increased inequality, but 
all economies have to do to achieve shared prosperity is wait for the 
cycle to complete itself. This was the cheerful message that Kuznets 
brought to the annual meeting of the American Economic Associa-
tion—of which he was president—in Detroit in 1954, where he first 
outlined his thesis, soon to become known as the Kuznets curve.

Did American growth actually drive inequality along the lines that 
Kuznets suggested? Fortunately, we can explore his hypothesis empiri-
cally. Unlike the economists of the Industrial Revolution, Kuznets built 
his theory on a formidable statistical analysis—the first of its kind. 
Using newly collected data, Kuznets calculated that the share of annual 
national income captured by the top decile decreased by almost 10 per-
centage points from 1913 to 1948.55 Thus, he demonstrated that in
equality had declined in the later stages of industrialization. Subsequent 
analyses by economic historians also traced the patterns of inequality 
all the way through the nineteenth century, allowing us to examine if 
inequality grew in the early stages of industrialization as the Kuznets 
hypothesis suggests. The most detailed account of the American experi-
ence is that of Peter Lindert and Jeffrey Williamson.56 Their findings 
show that both property and labor incomes became much more 
unequal between the dawn of the American Revolution in 1775 and 
the beginning of the Civil War in 1861—an unambiguous finding. In-
deed, Alexis de Tocqueville, during his travels across America in the 
1830s, found that the “the number of large fortunes is quite small.”57 
America, at least relative to the Old World, still seemed to represent the 
Jeffersonian ideal of a nation consisting of independent and equal farm-
ers. But Tocqueville also suggested that this ideal was gradually disap-
pearing: “A manufacturing aristocracy . . . ​is growing up under our 
eyes. . . . ​The friends of democracy should keep their eyes anxiously 
fixed in this direction: for if a permanent inequality of conditions . . . ​
penetrates into [America], it may be predicted that this is the gate by 
which they will enter.”58
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By the end of the Civil War, the ascent of industrial “royals” had be-
come all the more apparent. The new industrial America had become a 
Gilded Age, satirized in the 1873 novel The Gilded Age by Mark Twain and 
Charles Dudley Warner.59 The industries of the Second Industrial Revolu-
tion had not yet emerged, but steel, steam, railroads, and so on had already 
created unprecedented wealth. America, it seemed, was turning into a na-
tion of the Old World, far removed from its Jeffersonian ideal and cor-
rupted by an emerging industrial elite. Wealthy industrialists and financiers 
like John D. Rockefeller, Andrew Carnegie, J. P. Morgan, and Cornelius 
Vanderbilt were frequently labeled robber barons. In 1859, the journalist 
Henry J. Raymond compared Vanderbilt to a medieval nobleman, writing 
that he was “like those old German barons who, from their eyries along the 
Rhine, swooped down on commerce of the noble river and wrung tribute 
from every passenger that floated by.”60 To be sure, the size of the corporate 
giants that emerged must have been hard to comprehend. In 1893, for ex-
ample, when the federal government collected $386 million in revenue, the 
Pennsylvania Railroad alone earned $135 million. And the combined rail-
road operations greatly exceeded the operations of the U.S. government, 
which was, of course, small by modern standards. Together, America’s 
railroad companies earned over $1 billion in revenues, and their combined 
debt was close to $5 billion—almost five times the national debt.61

While business historians have long debated to what extent the rob-
ber baron characterization is apt, contemporaries rarely pointed to 
American industrialists’ fortunes as the prime concern per se, instead 
of the methods by which they had been acquired. It goes without saying 
that how wealth is accumulated matters. Someone who successfully 
accumulates money by creating new sources of employment, comfort, 
and prosperity is to be regarded a public benefactor. In contrast, a 
person who profits from stifling competition, cheating his fellow citizens, 
and corrupting government is a public malefactor. Regardless of the 
means by which they acquired their wealth, however, the robber barons 
can surely account for a large share of the upsurge in the share of national 
income accruing to the top 1 percent. Yet to suggest that growing income 
inequality was entirely due to capital would be misleading.
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Economists tend to rely on the Gini coefficient to measure levels of 
inequality across time and space. One of its virtues is that it is straight-
forward to interpret. If every citizen of a country had the same income, 
the Gini coefficient would be 0. If one person captured all the income, 
the income Gini coefficient would be 1. As Lindert and Williamson 
show, the Gini coefficient for property income was naturally higher, 
as property ownership is typically more concentrated, but labor income 
inequality rose even more rapidly: between 1774 and 1870 the property 
Gini grew from 0.703 to 0.808, while the earnings Gini increased from 
0.370 in 1774 to 0.454 in 1860.62 A large part of this can be explained by 
the displacement of the blue-collar artisan, which led to the hollowing 
out of middle-income jobs and, thus, greater earnings inequality.63 
Moreover, as Kuznets conjectured, inequality rose as a result of Ameri-
can workers shifting from low-income agricultural jobs to high-income 
manufacturing jobs in the city. Between 1800 and 1860, the urban-rural 
wage gap for a male laborer grew in both the North and the South. 
Because American urbanization accelerated between 1870 and World 
War I, while the Second Industrial Revolution spun out new industries 
and raised skill demand, it stands to reason that total inequality should 
have accelerated as well, all else being equal. It is therefore somewhat 
surprising that inequality (as measured by the overall Gini coefficient) 
plateaued around 0.5 and even fell slightly between 1870 and 1929, even 
though the top 1  percent share rose dramatically from 9.8  percent to 
17.8 percent.64

Was the fall in inequality the result of industrialization’s reaching its 
intermediate stage? While the trajectory of American inequality be-
tween the Civil War and World War I does not disprove Kuznets’s hy-
pothesis, it does suggest that there were also other factors at work. The 
upsurge in private wealth relative to total private incomes between 1870 
and 1913 is consistent with the idea that capital played a larger role in 
shaping American income distribution, leading top incomes to con-
tinue to grow. In 1918, there were 318,000 corporations in America, of 
which the largest 5  percent captured 79.6  percent of the total net in-
come. Thus, thirty-five years before Kuznets’s address to the American 



210  c h a p t e r  8

Economic Association, Irving Fisher, then the association’s president, 
painted a very different picture at its annual meeting. Fisher devoted his 
presidential address in 1919 to what he held to be the most serious chal-
lenge facing America at the time—namely, inequality, which he be-
lieved threatened the very foundations of American capitalism and 
democracy: “Whatever we may say of theoretical socialism of various 
types, and however much we may and ought, in my opinion, to favor in 
some form an increase of socialized industry, the great fact remains that 
the socialist group derives its real strength from class antagonism. . . . ​
On the face of it, we should expect that all the evils mentioned would 
be relieved if we had more democracy in industry, that is, if the work-
man and the public felt that the great industries were partly theirs, both 
as to ownership and as to management.”65

 In light of the concerns expressed by Fisher and others, it is not hard 
to understand why the idea of the Kuznets curve was received with such 
enthusiasm. It seemed to imply that redistribution was not necessary 
and would happen naturally if capitalism was allowed to take its course. 
Or would it? Just as Kaldor’s stylized theory of growth has recently been 
called into question, Kuznets’s assertion seems hard to reconcile with 
the post-1980 experience. Not only has the labor share of income consis-
tently trended downward, but income disparities have trended upward 
in tandem (we shall return to this pattern in part 4). The reemer-
gence  of growing inequality seems difficult to reconcile with the 
Kuznets curve—a point that has been forcefully made by the economist 
Thomas Piketty.66

According to Piketty, the period observed by Kuznets was one of 
statistical abnormality. In the normal state of capitalism, Piketty argues, 
the return to wealth exceeds the overall growth rate of the economy, 
causing wealth-to-income ratios to rise and thus increasing income 
inequality, as wealth is highly unequally distributed. In Piketty’s world, 
there are no forces within capitalism that serve to drive inequality down. 
From time to time, however, macroeconomic or political shocks may 
disrupt the normal equilibrium. Two world wars and the Great Depres-
sion served to destroy the riches of the wealthy. The great leveling was 
the result of violence, economic collapse, and radical political change, 
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not the tranquil process of structural change that Kuznets described. 
The historian Walter Scheidel has gone so far as to suggest that by 
destroying the fortunes of the wealthy, mass violence and catastrophes—
like war, revolution, state collapse, or plague—have been the only eco-
nomic levelers since the Stone Age.67

Needless to say, the violent shocks of the twentieth century struck 
America with much less force than they did Europe. But American for-
tunes were also buffeted. American private wealth decreased from 
nearly five times the national income in 1930 to less than three and a half 
in 1970, albeit this was mainly due to the Great Depression. Quite natu-
rally, as Wall Street suffered from the depression, top incomes declined: 
the sharp fall in incomes of those employed in finance after the Great 
Depression almost exactly mirrors the drop in the top 1 percent’s share 
of income.68 This is not to suggest that policy didn’t matter. Indeed, the 
top income tax rate, which had been reduced to 25 percent in the ad-
ministration of President Herbert Hoover, was hiked up to 63 percent 
under President Franklin D. Roosevelt in 1933 and continued to in-
crease thereafter, reaching a staggering 94  percent in 1944.69 Yet in
equality declined before as well as after taxes and transfers were ad-
justed for. And while violence, economic collapse, and policies designed 
to curb the influence of capital can all explain why top incomes fell, the 
leveling was not concentrated at the top. How macroeconomic or 
political shocks should have reduced inequality among the other 
99 percent—particularly in the middle and lower ranks of the income 
distribution—is less evident, as most Americans’ incomes came from 
labor rather than capital.

Clearly, a number of short-run events are likely to have contributed 
to the leveling of American wages, but they do not provide the full story. 
The national minimum wage, first introduced in 1933, would have caused 
a compression in the lower ranks of the income distribution. Yet as 
Lindert and Williamson demonstrate, the great leveling was not confined 
to the lower ranks: compression was almost universal across occupational 
pay scales. Other government interventions, such as the tightening of 
immigration policy, provide another possible explanation, as immi-
grants were typically unskilled, and an influx of workers affects the 
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growth of the labor force more broadly. It is plausible that immigration 
quotas caused the wages of unskilled Americans to rise, and indeed a 
slowdown in population growth might have caused the wage structure 
to become compressed. However, countries on the other side of the 
Atlantic similarly saw wage gaps narrow, suggesting that there were 
other forces at work. The fact that the wage compression was equally a 
European phenomenon also rules out other America-specific explana-
tions, such as the National War Labor Board, which in 1942 was made 
responsible for approving all changes in American wages. Wage dispari-
ties remained quite stable after the board was dissolved in 1945, suggest-
ing that the impact of wage-setting policies was limited.70

Just as the Kuznets curve was perfectly matched to its moment, Pik-
etty’s treatment of inequality seems to have touched the zeitgeist. The 
Kuznets curve became a powerful political weapon in showing that 
America could stay true to its Jeffersonian ideal under capitalism. That 
surely seemed to be the case. The wages of ordinary citizens were grow-
ing as mechanization propelled productivity, and America was becom-
ing a more equal place at the same time. The popularity of Piketty’s 
work, in contrast, reflects the post-1980 experience. Most Americans 
agree that inequality has reached unacceptable levels, and many quite 
rightly feel detached from the capitalist project: the trajectory of hourly 
compensation has been decoupled from productivity growth (see 
figure 9). 

One reason why grand theories of capitalist development are un-
likely to work for every place at every time has to do with the bargaining 
power of labor. As noted above, labor unions gained in political power 
after the New Deal. And as the economist Henry Farber and colleagues 
have shown, higher union density is associated with lower levels of 
wage inequality.71 Another reason is that technology works in mysteri-
ous ways. Technological progress has at times replaced workers, putting 
downward pressure on wages and thereby serving to increase the share 
of national income that goes to capital. And at other times, it has favored 
labor. The relationship between technological progress and the income 
distribution is not monotonic: some technologies may increase inequality, 
while others reduce it. It depends on the degree to which technological 
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changes are replacing or enabling. And it depends on whether the sup-
ply of workers with the right skills is able to keep pace with demand.

In the end, for most people, the main source of their income is not 
physical or financial capital, but human capital. The wealth of workers 
is in their skills. It is from their human capital that they make their liv-
ing. How human capital can affect the income distribution is not hard 
to see: empirical studies have shown that 77 percent of the variation in 
workers’ earnings stem from individual characteristics.72 As we shall see 
in chapter 10, the lack of education and training can even exclude entire 
social groups from the growth engine.

Most available evidence suggests that technological change was pri-
marily skill-biased in the period 1870–1970, serving to drive up the 
wages of skilled workers relative to those of the unskilled. But if technol-
ogy increased the relative demand for skilled workers, why did wage 
inequality not grow as well? The leading explanation for the great level-
ling comes from pioneering work by Jan Tinbergen that conceptualized 
patterns of inequality as a race between technology and education.73 
Empirical work by Claudia Goldin and Lawrence Katz, two Harvard 
University economists, has shown that this view does a good job of 
explaining patterns of American wage inequality up until the 1970s.74 
Indeed, even if technological progress favors skilled workers, growing 
wage inequality does not have to be the result. The return to human capi-
tal depends on demand as well as supply. As long as the supply of skilled 
workers keeps pace with the demand for them, the wage gap between 
skilled and unskilled workers will not widen. While a number of short-
run events and government interventions contributed to the great level-
ing, the most pervasive force—and certainly the best documented 
one—behind its long-run egalitarian impact was the upskilling of the 
American workforce, which depressed the skill premium.75 Enabling 
technological change and the expansion of education provided the prin-
cipal forces for convergence. From 1915 to 1960, the relative skill supply 
grew about 1 percent ahead of demand on an annual basis, causing wage 
differentials to become compressed. This pattern stands in contrast to 
the post-1980s period, when the demand for skills outpaced their 
supply.76
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While the demand for skills was in part met by market forces, its sup-
ply also depended in large part on educational policies and new institu-
tions that served to increase access to education and training. One in-
stitutional invention in particular was essential to making the gains from 
technological inventions widely shared: public schooling. The period 
1910–40 is commonly referred to as the high school movement in Amer-
ican educational history. In 1910, only 9  percent of American youths 
obtained a high school diploma. In 1935, 40 percent did. In the period 
1900–1970, over 70 percent of the increase in years of schooling was due 
to secondary school attendance. Some places adopted public schooling 
faster than others. The early adopters were characterized by greater 
community stability, a higher degree of ethnic and religious homogene-
ity, income and wealth equality, and higher levels of wealth. Thus, in 
short, social and financial capital helped foster the formation of human 
capital.77

The obvious reason why the high school movement happened was 
demand. Education was the best investment people could make for 
their children in the age of the Second Industrial Revolution. In the 
period 1890–1920, white-collar occupations, which typically required a 
high school diploma, paid about double the amount of occupations that 
didn’t. High schools soon became a training camp for work—and for 
life more generally. As late as 1870, most Americans still worked in agri-
culture, and those employed in manufacturing worked in industries of 
the Industrial Revolution such as cotton, silk, and woolen textiles. All 
of these jobs required little formal training: only 10 percent of working 
Americans were employed in jobs that required education beyond el-
ementary school. Child labor remained a persistent opportunity cost to 
education. By the turn of the century, boys as well as adult women typi-
cally earned half the hourly wage of adult men. Though school atten-
dance was already compulsory in most states, some were reluctant to 
enforce it, as industry depended on access to cheap labor. Consequently, 
especially in the South, where child labor persisted longer, inequality 
was transmitted between generations as only relatively well-off families 
could afford to send their children to school.
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A virtue of the Second Industrial Revolution was that it helped re-
duce the opportunity cost to education by raising skill requirements. In 
1900, only four women and six boys were employed in the automotive 
industry across the entire country. For Americans who wanted their 
children to escape the drudgery of farming, a high school degree was 
a ticket to better-paying work and gradually became essential for the 
majority of jobs. Office workers, including bookkeepers, clerks, and 
managers, found themselves handsomely paid for their education. 
High school education was less common among blue-collar workers, 
but those who did stay on in school were overwhelmingly found in 
jobs associated with the Second Industrial Revolution. They were 
electricians, auto mechanics, electrical engineers, machinists, and so 
on. In 1902, a manager at the Decree Tractor Company made clear it 
that he would not “take boys in the office unless they are at least high 
school graduated. . . . ​In the factory we like the boys to have a high 
school education if possible.”78 By 1920, a full quarter of the labor 
force was working in occupations in which at least a high school de-
gree was expected. Some leading technology firms, like General Elec-
tric, even required some years of high school for their apprentices. 
And the demand for skills only continued to expand thereafter. In the 
petroleum industry, for example, educational standards were con-
tinuously rising in the postwar period, for production and supervi-
sory workers alike. At one refinery, management made a high school 
education a job requirement across the board in 1948. And in 1953, a 
preemployment test was introduced for applicants for production 
jobs, aimed at determining “an individual’s ability to memorize, con-
centrate, observe, and follow instructions”; it also tested mathemati-
cal knowledge, such as algebra and geometry, at the level of a high 
school sophomore.79

Another survey, looking at the introduction of automatic reservation 
systems in the airline industry, similarly shows that more sophisticated 
skills were demanded as technology progressed. With airline traffic in-
creasing to  fifty million passengers in America in 1957—up by more 
than 300  percent over just a decade—manual methods constituted a 
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key bottleneck to the capacity of airline companies to handle flight res-
ervations. The new system significantly changed the content of jobs and 
the need for training:

Classes for training instructors began while the equipment was being 
installed. . . . ​The airline lengthened this indoctrination training—
which had covered from 5 to 7 days—to 8 to 10 days. After a week of 
subsequent on-the-job training, under his supervisor, the employee 
receives an additional 26–33 hours of advanced classroom instruc-
tion. . . . ​Seven new technician jobs were set up in connection with 
maintaining the new system. The technicians, who were previously 
employed as repairmen in the airline’s radio shop, had worked di-
rectly and constantly on equipment. In contrast, the technician now 
works alone in an air-conditioned, noiseless control room. He works 
in his street clothes, and the only time he has direct contact with the 
automatic equipment is during preventive maintenance tests or on 
occasions when the equipment is out of order. The technicians were 
given specialized training by the manufacturer of the system, and 
attended classes 1 day a week for about 6 months. . . . ​A group of pro-
fessional jobs concerned with electronic data-processing research 
was also created, following the advent of the new reservation system. 
This group is comprised of five systems engineers. These profession-
ally trained persons perform duties which involve planning systems 
development and extending electronic methods to all clerical activi-
ties of the company. Their annual salaries start at $7,000. The quali-
fications for systems engineers include education at college level and 
cover a variety of airline experience. It is interesting to note that 4 of 
the 5 men in the group have college degrees in business administra-
tion and the social sciences. All have had considerable and varied 
work experience with the company.80

In contrast to grand theories of capitalism, the race between education 
and technology is a simple and robust empirical observation. It does 
not by any means exclude the possibility that other forces shape the 
trajectory of American inequality. Macroeconomic shocks, unions, tax 
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policy, and financial-sector regulation, just to name a few, have all played 
a role in shaping American inequality. Even Kuznets and Piketty in their 
earlier work pointed to factors beyond their later theories. Before 
Kuznets advanced his exceedingly optimistic theory asserting that cap
italist development will cause inequality to automatically fall in the long 
run, he explicitly mentioned the role that economic shocks might play. 
And in an earlier work with Emmanuel Saez, Piketty suggested that “one 
could indeed argue that what has been happening since the 1970s is just 
a remake of the previous inverse-U curve: a new industrial revolution 
has taken place, thereby leading to increasing inequality, and inequality 
will decline again at some point, as more and more workers benefit from 
the innovations. . . . ​Explanations pointing out that periods of techno-
logical revolutions such as the last part of the nineteenth century (in-
dustrial revolutions) or the end of the twentieth century (computer 
revolution) are more favourable to the making of fortunes than other 
periods might also be relevant.”81

This is also the favored interpretation of the economist Branko Mi-
lanovic, who has recently put forward the idea of Kuznets waves ac-
companying every new technological revolution. His work does indeed 
show that the trajectory of inequality in Britain during the Industrial 
Revolution looks astoundingly similar to that of the computer revolu-
tion in America.82 However, such an interpretation immediately raises 
the question of why American inequality during the Second Industrial 
Revolution seemingly followed a different pattern. The reason is that 
different economic models apply to different technological revolutions. 
As we have seen, the race between technology and education does a 
good job of explaining trends in the labor market over the first three-
quarters of the twentieth century. But such models only apply when 
technological progress is of the enabling sort. This stands in stark 
contrast to the first seven decades of the Industrial Revolution in Brit-
ain, when the technological progress was primarily replacing and many 
people adjusted poorly (chapters 4 and 5). In this regard, as we shall see 
in chapter 9, the computer revolution more closely resembles the expe-
rience of the Industrial Revolution.
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Conclusion

The Industrial Revolution didn’t create the middle class, but it surely 
facilitated its growth. The spread of the factory system prompted the 
rise of industrial capitalism, and with it the expansion of the commercial 
and industrial bourgeoisie. Yet the history of the Industrial Revolution 
was not just the triumph of capital. The fact that the term “white-collar” 
first entered common usage during the first half of the nineteenth 
century suggests that labor markets were undergoing rapid change as 
industrialization picked up in pace. By the mid-nineteenth century, 
white-collar jobs supported a relatively prosperous group of families 
that we could also term middle class. The ascent of mechanized industry 
was accompanied by wage polarization as the earnings of white-collar 
workers pulled away from those of production workers. As discussed 
above, mechanization during the classic years of industrialization re-
placed relatively skilled artisan craftsmen with machines operated by 
the less skilled. Middle-income craftsmen saw their jobs disappear as 
mechanized factory production took over. Artisans of all kinds—
cabinetmakers, watchmakers, shoemakers, and so on—closed their 
shops as the factories produced ever-growing quantities of goods. But 
as the establishments became larger and required more professional 
administrators, white-collar jobs expanded from 1850 onward. A more 
nuanced picture shows a hollowing out of the labor market, to the detri-
ment of artisan craftsmen but to the benefit of the white-collar middle 
class. In America, newly collected data shows that the wages of white-
collar workers were already growing steadily before the Civil War.83

Thus, in the nineteenth century, the ranks of the middle class were 
swelled by a growing number of managers and other skilled profession-
als, who took on an array of increasingly complex administrative and 
managerial tasks in the ever-growing factories. The best evidence of 
their societal prominence and relative affluence may be archaeological. 
The conditions in which the middle class lived in the late nineteenth 
century are most visible when one walks the streets of the old manufac-
turing towns in the eastern United States, from Cambridge, Massachu
setts, to Hartford, Connecticut. Members of the middle class “were the 
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first residents of the iconic nineteenth-century brownstones of New 
York City and the substantial Italianate and Queen Anne houses built 
in cities and towns throughout the northern tier of states.”84 Yet as a 
percentage of the American population, the middle class was still a 
small group. Occupational statistics provide some perspective on the 
percentage of middle-class households. In 1870, at the dawn of the Sec-
ond Industrial Revolution, 8 percent of American workers were classi-
fied as managers, professionals, or proprietors (see table 1).

While the wages of production workers were lagging behind, the ma-
chines that replaced artisans could not run on their own. Working-class 
people, who gathered in the emerging factory towns, were the ones who 
ran the machines. The American urban working class first appeared in 
the early 1800s, when the economy began to industrialize, and expanded 
enormously over the next century as manufacturing jobs attracted mil-
lions of migrants from Europe and the American hinterland. The facto-
ries required operatives, who were “less skilled than the artisans they 
displaced in the sense that an artisan could fashion a product from start 
to finish, while the operative could perform a smaller set of tasks aided 
by machinery.”85 This is not to suggest that operatives did not have any 
skills. Factory workers had to learn how to operate the machines on the 
job. Though early textile machines were designed to be tended by 
children, the adoption of steam power eventually increased the demand 
for skilled operatives. In chapter 5, we saw that Engels’s pause persisted 
as long as technological change served to replace skilled artisans with 
children. This was also the time when British workers regularly rioted 
against the mechanized factory. But things changed with the adoption 
of steam power, as adults regained their comparative advantage in pro-
duction, where they found their skills augmented by increasingly so-
phisticated machines. Larger and more complex machinery also meant 
that a growing number of skilled engineers and mechanics were needed 
to design, install, and maintain the equipment. Thus, though the wages 
of the white-collar workforce rose significantly relative to those of the 
blue-collar workers below them, the wages of production workers—
like machinists, furnace men, and textile weavers—increased during the 
second half of the nineteenth century. To be sure, the sons of manual 
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workers rarely moved up into the ranks of the middle class. The worlds 
in which the white-collar middle class and production workers lived 
were still separated in the late nineteenth century.86 Working-class men 
and women could at best aspire to a middle-class lifestyle, as could their 
children. But the Second Industrial Revolution meant that they finally 
could achieve it.

The technologies that defined the twentieth century allowed the pro-
duction workers to attain a lifestyle superior to that of the upper classes 
in the early nineteenth century. Luxuries like hot running water and 
central heating systems began to be installed in large homes of the 
wealthy in the 1880s, and soon trickled down to working-class homes in 
the early twentieth century.87 At the same time, an array of electrical 
inventions became available to American households during the early 
part of the twentieth century, relieving working-class housewives of 
some of their burdens. Mass production naturally targeted the mass 
market, and other key inventions, like the automobile, soon became 
available to the bulk of the population as well. As Gordon’s account of 
the automobile revolution illustrates, there was a car for everyone:

The Cadillac, Lincoln, and the Chrysler Imperial were for the ancien 
régime of inherited wealth and for the executive suite. The four-hole 
Buick Roadmaster connoted the vice president, while the three-hole 
Buick Century was for the rising midlevel executive, the owner of 
the local retail business or restaurant. Farther down the perceived 
chain of status were the Oldsmobile, the Pontiac, and the ubiquitous 
Chevrolet, America’s best-selling car year after year, eagerly bought 
by the new unionized working class that, in its transition to solid 
middle-class status, could afford to equip its suburban subdivision 
house with at least one car, and often two.88

Working Americans did not just gain from technological change in their 
capacity as consumers. Perhaps more importantly, twentieth-century 
mechanization was primarily augmenting, and the few who lost their 
jobs to machines mostly faced decent alternative job options, as is re-
flected in the unprecedented wages taken home by blue-collar Ameri-
cans: “As the wages of industrial workers increased in the thirty years 
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after World War II, husbands were increasingly able to support a family 
lifestyle that included a modest home, a car, ample food and clothing, 
and perhaps even a vacation trip using the camper sitting in the drive-
way; more and more working-class families had enough income and 
consumption to reach the lower rungs of the broad American middle 
class.”89 The baby boom was in part a reflection of the growing optimism 
of young families, which created additional demand for goods and ser
vices and prompted the continued expansion of manufacturing and the 
creation of new labor-intensive services. During this period, a young 
male high school graduate could expect to find a secure job at a decent 
wage. The American economy was able to generate sufficient opportu-
nity for blue-collar workers to attain a middle-class lifestyle on the basis 
of nothing more than their wages. The middle class, at its peak, was a 
diverse blend of white- and blue-collar workers. The result is reflected 
in the compression of the income distribution, prompting President 
John F. Kennedy to note that “a rising tide lifts all the boats.”90 Members 
of Marx’s proletariat began to join the ranks of the middle class, which 
explains why worker resistance to mechanization became a distant 
memory.

It is indeed telling that resistance to machinery in America ended at 
the advent of the Second Industrial Revolution. In the nineteenth 
century, workers at times rebelled against mechanization. But the twen-
tieth century did not witness such incidents. Other factors besides tech-
nology also played an important, if secondary, role. The early advent of 
American democracy, with universal white male suffrage achieved in 
the 1820s, meant that people no longer had to resort to violent protest 
to have their views heard. But even so, American labor history was ex-
ceedingly violent, and there was resistance to mechanization as late as 
1879. The rise of the welfare state unquestionably made losing one’s job 
less harsh, but welfare spending took off only with the Great Depression 
and World War II. The expansion of education and additional years of 
schooling made the young better equipped for the evolving labor mar-
ket, but those who found their skills made redundant didn’t go back to 
school. Perhaps more importantly, workers began to unionize and push 
for better pay and working conditions. But unlike the craft guilds, the 
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unions rarely resisted new technologies. Even when unrest erupted, 
people didn’t target machines to express their misgivings. Though work-
ers organized and became a force of growing political power, resistance 
to mechanization was feeble, if not nonexistent. The benefits of progress 
for labor, it seems, were simply too great for the unions and their mem-
bers to resist it.



Part IV
The Great Reversal

Since the Industrial Revolution, mechanization has been 
controversial. Machines pushed up productivity, raising 
incomes per capita. But they threatened to put people out of 
work, to lower their wages and to divert all the gains from 
growth to the owners of businesses. . . . ​Now, it is robots that 
threaten work, wages and equality. . . . ​There have been long 
periods of economic history in which things did not work out 
well, and we must wonder whether we are in another. . . . ​The 
Luddites and other opponents of mechanization are often 
portrayed as irrational enemies of progress, but they were not 
the people set to benefit from the new machinery, so their 
opposition makes sense.

—robert c. a llen, “lessons from history  
for th e futur e of wor k”

One of the greatest achievements of the twentieth century was unques-
tionably the creation of a diverse and prosperous middle class. It is 
therefore a matter of great concern that American society is now expe-
riencing a dramatic decline in the fortunes of those people who might 
be described as middle class. The previous chapters have shown that 
technology played a key role in their rise. This part of the book will show 
the role it has played in their fall. As discussed above, several factors 
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have shaped the trajectories of people’s wages, but over the grand sweep 
of history, technology has been the predominant factor. The breathtak-
ing rise in inequality after 1980 has without doubt been affected by other 
significant variables, like financial sector deregulation and superstar 
compensation. But these factors are primarily relevant in explaining the 
rise of the top 1 percent. The bigger story, however, is the decline of the 
middle class. The top pulling away from the rest would be much less 
troubling if the middle had continued to prosper. For all the talk of ris-
ing inequality per se, the greatest tragedy is that large parts of the work-
force have actually seen their wages fall, adjusted for inflation. In the age 
of computers, the ranks of the affluent have grown—but at the cost of 
a withering middle class.
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Since the pioneering work of Jan Tinbergen, economists tend to think 
about inequality as a race between technology and education. Skill-
biased technological change means that new technologies increase the 
demand for workers with more sophisticated skills, relative to those 
without such skills. Thus, inequality between the skilled and the unskilled 
will rise unless the educational system churns out skilled workers at a 
greater pace than technology increases the demand for them. We saw in 
chapter 8 that the supply of skilled workers outpaced demand during 
the period of the great leveling, leading the wage differential between 
the skilled and others to become compressed. The post-1980 upsurge in 
wage inequality could simply reflect that the marketplace increasingly 
rewards people with more skills and the failure of the educational sys-
tem to meet skill demand in the higher-tech economy. Yet if economic 
progress was just a race between technology and education, we would 
expect the wages of the skilled to pull away from those of the rest, but 
we would not expect the wages of the unskilled to fall. Inequality could 
grow, but everyone would still see their wages rise—though at different 
speeds. The great reversal depicted in figure 10 was first noted by Daron 
Acemoglu and David Autor.1 It shows that up until the 1970s, wages rose 
for people at all educational levels, but after the first oil shock in 1973, 
wages fell and then stagnated for all Americans for about a decade. The 
great reversal began in the 1980s, when the wages of those with no more 
than a high school diploma began to fall again and continued to do so 
for three consecutive decades. This decline, as figure 10 shows, has pri-
marily occurred among unskilled men who would have taken on jobs 
in the factories before the dawn of automation.
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The computer era does not just mark a shift in labor markets. It also 
marks a shift in how economists think about technological progress. 
Daron Acemoglu and Pascal Restrepo have recently argued that the 
wage trends depicted in figure 10 are best understood as a race between 
enabling and replacing technologies. In a world of enabling technolo-
gies, the view of progress as a race between technology and education 
holds. New technologies augment the capabilities of some workers and 
enable them to perform new functions, making them more productive 
in a way that also increases their wages. Replacing technologies, by con-
trast, have the opposite effect. They render some workers’ skills redun-
dant in the tasks and jobs they perform, putting downward pressure on 
those people’s wages.

In the 1960s, the management guru Peter F. Drucker argued that au-
tomation was no more than a more fashionable term for what once had 
been known as mechanization, and he took both words to mean the 
displacement of hand labor by machines.1 As discussed above, replacing 
technologies did render the skills of some workers redundant during 
the first three-quarters of the twentieth century. Lamplighters, long-
shoremen, and elevator operators, to name just a few, saw their jobs 
disappear. Still, the age of automation must be distinguished from the 
age of mechanization. At the time when Drucker was writing, all work-
ers saw their wages rise (figure 10). Indeed, before the spread of comput-
ers, machines could not operate on their own. They required operatives 
to keep production lines running. The explosive growth of semiskilled 

9

The Descent of the Middle Class



228  c h a p t e r  9

clerical and blue-collar jobs meant that even people who found them-
selves being replaced faced a much greater variety of job options. Fac-
tory and office machines alike were enabling technologies that made 
workers more productive, allowing them to take home better wages. In 
this regard, the computer revolution was not a continuation of twentieth-
century mechanization but the reversal of it. Computer-controlled ma-
chines have eliminated precisely the jobs created for a host of machine 
operators during the Second Industrial Revolution. The workers that 
were once pulled into decent-paying jobs in mass-production industries 
are now being pushed out.

What Computers Do

In the Wealth of Nations, Adam Smith observed the division of labor in 
Britain’s pin factories. By dividing activities into narrow tasks, he found 
that the first factories were able to increase efficiency enormously. 
While his observation concerned the division of labor between human 
workers, the age of automation came with a new division of labor: tasks 
can now be divided between humans and computers. Before the advent 
of the first electronic computer in 1946, the distinction between humans 
and computers was meaningless. Humans were computers. “Computer” 
was an occupation, typically performed by women who specialized in 
basic arithmetic.2

The division of labor between human and machine crucially de-
pends on the tasks computers can do more effectively. Prior to the 
age of artificial intelligence (AI)—to which we shall return in chapter 12—​
computerization was largely confined to routine work. The simple rea-
son is that computer-controlled machines have a comparative advantage 
over people in activities that can be described by a programmer using 
rule-based logic. Until very recently, automation was technically feasible 
only when an activity could be broken down into a sequence of steps, 
with an action specified at every contingency. A mortgage underwriter, 
for example, decides whether a mortgage application should be ap-
proved on the basis of explicit criteria. Because we know the “rules” for 
obtaining a mortgage, we can use computers instead of underwriters.3 
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But in other cases, we know the rules for only some of the tasks involved 
in an occupation. As is evident by the existence of ATMs, we can easily 
write a set of rules that allows computers to substitute for bank tellers 
in accepting deposits and paying out withdrawals. Yet we struggle to 
define the rules for dealing with an unsatisfied customer. Naturally, 
banks have taken advantage of this by reorganizing work so that tellers 
are no longer checkout clerks but relationship managers, advising cus-
tomers on loans and other investment products. Consequently, as the 
handling of money has been automated, tellers have taken on nonrou-
tine functions.

On the eve of the computer revolution, many occupations—like 
mortgage underwriter—were essentially rule-based. The majority of 
Americans still worked in what economists call routine occupations. In 
1974, Harry Braverman, an American Marxist, drew attention to the de-
humanizing nature of routine work, which he observed had persisted 
since the birth of the factory system. “The earliest innovative principle 
of the capitalist mode of production,” he argued, “was the manufactur-
ing division of labor, and in one form or another the division of labor 
has remained the fundamental principle of industrial organization.”4 In 
this regard, Braverman merely revived an old concern. As discussed 
above, in the 1830s, non-Marxist writers like Peter Gaskell and Sir James 
Kay-Shuttleworth argued that the repetitive motions of machines ab-
sorbed workers’ attention to an extent that adversely affected their 
moral and intellectual capabilities. Braverman, who lived through the 
age of mass production, found that the Fordization of America had ac-
celerated routinization. Machine operations had become even more 
subdivided. Workers’ jobs were turned into mechanical motions, in 
which conveyors brought the task to the worker. Such specialization 
greatly increased productivity in American factories but brought greater 
monotony for the worker. From this point of view, factory automation 
can be regarded as a blessing because it meant that industrial robots, 
controlled by computers, could eliminate the need for direct human 
intervention in operating machines. Instead of having workers special-
izing in machine tending, many routine tasks could suddenly be per-
formed by robots with a higher degree of accuracy. As automation 



230  c h a p t e r  9

progressed, more complex and creative functions became more plenti-
ful. Computers, as Norbert Wiener declared, made possible “more 
human use of human beings.”5

On the downside, these allegedly mindless, degrading, machine-
tending, routine jobs were the ones that employed a large share of the 
American middle class. Numerous studies have shown that routine jobs 
were overwhelmingly clustered at the middle of both the skill and the 
income distribution.6 As computer-controlled machines reduced the 
need for routinized chores, middle-class Americans saw their jobs dis
appear. As recently as 1970, more than half of working Americans were 
employed in blue-collar or clerical jobs. While few of them got rich, 
these jobs supported a broad and relatively prosperous middle class. 
And perhaps more important, most of these jobs were open to people 
with no more than a high school degree.7 What Braverman was chal-
lenging, however, was the notion that mechanization had increased the 
demand for skilled workers. He had little data to prove his point, but the 
idea that jobs had become more routine and required more skills does 
seem like a contradiction in terms. Many of the routine jobs that 
emerged over the course of the twentieth century were surely not too 
intellectually demanding, yet as we saw in chapter 8, the growing com-
plexity of heavy industrial machinery and the expanding array of office 
machines did require more skilled operators.

The great reversal, depicted in figure 10, is in large part a consequence 
of computers making the skills of machine-tending workers obsolete. 
As the scope of automation has expanded from one routine task to 
another, those workers have faced worsening options in the labor mar-
ket. But like electrification and the adoption of steam power, comput-
erization did not happen overnight. Its impact on the labor market came 
decades after the birth of the electronic computer. William Nordhaus’s 
heroic study of computer performance over the centuries shows that 
the first major discontinuity occurred around World War II.8 The real 
cost of computing fell by a factor of 1.7 trillion over the 1900s, with the 
greatest leap occurring in the second half of the century. The timing is 
no mystery: the first programmable and fully electronic computer—the 
Electronic Numerical Integrator and Calculator (ENIAC)—arrived in 
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1946 and was accompanied by the invention of the transistor a year later. 
But for all its virtues, ENIAC was hardly fit for office use. It contained 
18,000 vacuum tubes, 70,000 resistors, and weighed thirty tons. And 
while it was a general purpose computer, it was primarily built to calcu-
late artillery firing tables. As discussed above, computers were a key 
source of automation anxiety in the 1950s and 1960s. But like the hype 
surrounding autonomous vehicles and AI today, concerns over computers’ 
taking people’s jobs merely reflected a few first use cases (chapter 7). 
At the 1958 annual convention of the National Retail Merchants Asso-
ciation, for example, there was much excitement over the new comput-
ers and merchandise handling systems, but few attendees opened their 
wallets. Computers were still too bulky and expensive for widespread 
adoption.9

Though ENIAC can justly be regarded as the symbolic inception of 
the computer revolution, it was the personal computer (PC) that her-
alded the dawn of the age of automation.10 When Time displaced humans 
on its front cover and declared the PC the “Machine of the Year” in 1982, 
America had just begun to computerize. According to Time, “Now, 
thanks to the transistor and the silicon chip, the computer has been 
reduced so dramatically in both bulk and price that it is accessible to 
millions. . . . ​In contrast to the $487,000 paid for ENIAC, a top IBM PC 
today costs about $4,000, and some discounters offer a basic Timex-
Sinclair 1000 for $77.95. One computer expert illustrates the trend by 
estimating that if the automobile business had developed like the com-
puter business, a Rolls-Royce would now cost $2.75 and run 3 million 
miles on a gallon of gas.”11

In America’s largest five hundred industrial companies, only 
10 percent of typewriters had given way to the word processor. Robots, 
to which computers provided the mechanical brain, had taken over 
some of the nation’s dull and dirty jobs, but few industries had robotized. 
Of the 6,300 robots operating in America’s factories in 1982, 57 percent 
of them were at four companies: General Motors, Ford, Chrysler, and 
IBM.12 Yet from the 1980s onward, a growing share of routine tasks were 
transferred to computer-controlled machines. As computers became 
smaller, cheaper, and more powerful, routine employment began to 
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Note: The figure shows how routine employment has contracted as the cost of  computing has fallen. 
All dots denote the year in which a new computer technology was introduced and its cost.

shrink (figure 11). But we now know that the consequence was not wide-
spread technological unemployment, as many had predicted in the 
1950s and 1960s. While automation replaced workers in some jobs, it 
also created new ones. Robots replaced workers in repetitive assembly 
work, but the machines also required skilled personnel capable of pro-
gramming, reprogramming, and occasionally repairing them. Job titles 
like robot engineer and computer-software programmer are a direct 
consequence of automation. Thus, the erosion of old jobs gave rise to 
new ones. When automatic flight reservation systems arrived, for ex-
ample, “the strictly routine tasks of posting each sale on a sales control 
chart and the cumbersome method of using a visual display board to 
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denote availability of flight space were both eliminated.”13 But another 
outcome was the enlargement of the sales function: “The job title of 
clerk was replaced by sales or service agent. An upgrading took place for 
two employees who perform the functions of Specialist (Reservisor 
Information) and Assistant to the Specialist.”14

Focusing only on the rise and fall of individual occupations, however, 
inevitably glosses over much of the transformation of the workplace. 
Many of these changes have taken place within occupations. For instance, 
while the job of the secretary has not disappeared, it no longer has much 
in common with the jobs held by secretaries in the 1970s. Before the 
computer revolution, the Bureau of Labor Statistics described the role 
of the secretary as follows: “Secretaries relieve their employers of rou-
tine duties so they can work on more important matters. Although most 
secretaries type, take shorthand, and deal with callers, the time spent on 
these duties varies in different types of organizations.”15 The impact of 
the computer age becomes evident when we look at the description 
of the same job from the same source in the 2000s: “As technology 
continues to expand in offices across the Nation, the role of the secretary 
has greatly evolved. Office automation and organizational restructuring 
have led secretaries to assume a wide range of new responsibilities once 
reserved for managerial and professional staff. Many secretaries now 
provide training and orientation to new staff, conduct research on the 
internet, and learn to operate new office technologies. In the midst of 
these changes, however, their core responsibilities have remained 
much the same—performing and coordinating an office’s administra-
tive activities and ensuring that information is disseminated to staff and 
clients.”16 What is true of secretarial positions is also true of many other 
jobs. For example, in the 1970s, American men and women could make 
a good living as bank tellers by accepting deposits and paying out with-
drawals. As noted, the job has not disappeared, but the skill require-
ments have changed so dramatically that it requires a different breed of 
worker.

All the same, computerization has clearly not been as dismal for labor 
as some people predicted when ENIAC arrived. Although computers 
have taken over an ever-growing share of routine work, labor has 
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retained its comparative advantage in other domains. One reason is 
because of what the economist David Autor has called “Polanyi’s para-
dox.”17 A key bottleneck to automation that engineers have found hard 
to overcome is well summarized by Michael Polanyi’s famous phrase: 
“We know more than we can tell.”18 (We shall take a closer look at the 
AI-enabled inroads on Polanyi’s paradox in chapter 12.) Humans con-
stantly draw upon large reservoirs of tacit knowledge that we struggle 
to articulate and define even to ourselves, making it exceedingly hard to 
specify it in computer code. To illustrate Polanyi’s point, it is helpful to 
contrast the task of repetitive assembly with that of designing a new car, 
writing a piece of music, or giving a galvanizing speech. The rules for 
what makes a good song or a great speech are hard to define because there 
are none. Artists and other creative professionals constantly break and 
redefine them. From an automation point of view, Polanyi’s insight is criti-
cal, because it means that there are many tasks humans are able to perform 
intuitively but that are hard to automate because we struggle to define 
rules that describe them. For activities that demand creative thinking, 
problem solving, judgment, and common sense, we understand the skills 
only tacitly. But more importantly, from an economic standpoint, Po-
lanyi’s observation also means that some human skills are complemented 
by computers. Things done by computer technology, such as the storing 
and processing of information, make humans more productive problem 
solvers, decision makers, and analysts. As computerization reduced the 
costs of critical inputs to these tasks, humans have become more produc-
tive in computer-using jobs.19 In 1970, a lawyer in Grinnell, Iowa (a town 
without a law library), would have had to drive to the next city to do legal 
research. In the computer era, she can leave her car in the garage and con-
nect her word processor to Westlaw, which provides digitized records on 
case law, state and federal statutes, administrative codes, and so on. Indeed, 
most of the professions have found their practitioners’ skills augmented 
by computers. Consider, for example, the evolving office of Stephen 
Saltz, a Boston cardiologist:

In September 2001, Dr. Saltz took an echocardiogram of an elderly 
male patient we will call Harold. Harold had suffered a small heart 
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attack. His condition was complicated by diabetes, a disease that cre-
ates “silent” heart blockages not detected in standard tests. When 
Saltz had trained in Boston’s Brigham Hospital in the early 1970s, an 
echocardiograph was an oscilloscope-like device that provided 
limited information on the heart’s blood flow and valve flaps. Over 
time, advances in computerization allowed the instrument to create 
a full two-dimensional image of virtually all aspects of the heart’s 
functioning, including blood flows, blockages, and valve leakages. 
Using this image, Saltz saw that the entire front wall of Harold’s heart 
was malfunctioning. The information led Saltz to refer Harold to a 
surgeon who would perform a bypass or insert a stent. Either opera-
tion would improve the length and quality of Harold’s life. The com-
puterized imaging had made Saltz a better diagnostician.20

As engineers have expanded what computers can do, technological pro
gress has continuously moved in the direction of favoring skills that 
require higher education, such as complex problem solving and creative 
thinking, because computers have taken over the more mundane tasks. 
When Robert Reich surveyed the transformation of the labor market 
in his classic 1991 book, The Work of Nations, he found that work could 
be divided into three broad categories. A new class of what he called 
“symbolic analysts” had emerged, who were reaping the benefits of the 
new economy.21 Among these analysts, we find managers, engineers, 
attorneys, scientists, journalists, consultants, and other knowledge 
workers. In the age of computers, they had all become more produc-
tive analysts. Besides symbol-analytic services, Reich reckoned, there 
are also routine jobs and in-person services. As noted above, routine 
jobs have gradually been taken over by computers. But in-person ser
vice jobs have become more plentiful. Indeed, most Americans do not 
work in technology industries or professional services. Few are em-
ployed directly by software companies, law firms, or biotechnology start-
ups. But these occupations still support the livelihoods of many citizens. 
While today’s technology companies provide less opportunity for the 
unskilled relative to the smokestack industries of the Second Industrial 
Revolution, many people are employed indirectly by those firms, whose 
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employees demand many services that the unskilled provide. When 
America’s symbolic analysts shop locally, they support the incomes of 
hairstylists, barkeepers, waiters, taxi drivers, and store clerks. These jobs 
may not have seen the technological miracles of biotechnology and soft-
ware production, “but that is where most Americans work and their 
fates are tied to their ongoing ability to sell their time to those workers 
who sell exportable goods and services.”22

If Polanyi’s paradox were the only hurdle to automation, most re-
maining jobs would be for symbolic analysts. A second reason why 
there are still so many jobs is explained by Moravec’s paradox, named 
after the computer scientist Hans Moravec. The paradox he noted was 
the fact that it is hard for computers to do many tasks that are easy for 
humans, and conversely, computers can do many things that we find 
exceedingly difficult: “It is comparatively easy to make computers ex-
hibit adult level performance in solving problems on intelligence tests 
or playing checkers, and difficult or impossible to give them the skills 
of a one-year-old when it comes to perception and mobility.”23 A com-
puter would have an easy time beating the world chess champion Mag-
nus Carlsen, but it would be unable to clean the chess pieces after the 
game and put them back in the right place. Any human cleaner still 
outperforms computer-controlled machines in perception, dexterity, 
and mobility. Today’s computers far exceed human capabilities in stor-
ing and processing information, yet they cannot climb a tree, open a 
door, clear coffee cups off a table, or play football. A powerful explana-
tion is that our unconscious sensorimotor abilities have evolved in the 
human brain over millions of years, making them exceedingly difficult 
to imitate. From an early age, humans can walk, identify and manipulate 
objects, and understand complex language. Giving a computer these 
basic abilities, mastered by any four-year-old child, has turned out to 
be among the hardest engineering problems.

Relative to Polanyi’s paradox, the critical difference is that many of 
the skills that are hard to automate because of Moravec’s paradox have 
not been made more valuable by computers. Together, the persistence 
of these engineering bottlenecks explains why the labor market has 
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evolved the way it has. As computers have made symbolic analysts more 
affluent, the analysts have spent a larger percentage of their income on 
personal services that are hard to automate. But the automation of rou-
tine jobs has meant fewer employment opportunities for high school 
graduates, so there has been a flow of workers from productive and 
automated sectors to low-productivity service jobs—like those of jani-
tors and gardeners, child-care workers, receptionists, and so on.24 Un-
fortunately, this has meant that millions of workers have migrated into 
jobs where the productivity ceiling is low, and consequently, their wages 
have fallen behind those of symbolic analysts. Even so, economists 
would expect the wages of people in technologically stagnant jobs to 
rise, as employers need to pay them more to prevent workers from leav-
ing for more productive jobs of higher pay. As noted, the fact that the 
wages of men without college degrees have fallen over the course of 
three decades, in other words, suggest that they are faced with fewer 
alternative job options for which their skills are suitable. Together with 
Autor, in their pioneering 2004 book, The New Division of Labor, Frank 
Levy and Richard Murnane, two economists at the Massachusetts In-
stitute of Technology, were among the first to note this pattern:

As computers have helped channel economic growth, two quite dif
ferent types of jobs have increased in number, jobs that pay very dif
ferent wages. Jobs held by the working poor—janitors, cafeteria 
workers, security guards—have grown in relative importance. But 
the greater job growth has taken place in the upper part of the pay 
distribution—managers, doctors, lawyers, engineers, teachers, tech-
nicians. Three facts about these latter jobs stand out: they pay well, 
they require extensive skills, and most people in these jobs rely on 
computers to increase their productivity. This hollowing-out of the 
occupational structure—more janitors and more managers—is 
heavily influenced by the computerization of work.25

While their work focused on the United States, the polarization they 
observed was not just an American phenomenon. As figure 12 shows, the 
hollowing out of the middle is a feature of labor markets across the 
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industrial world. This dynamic of job growth at the top and the bottom 
of the skill and income distribution has contributed to the growing di-
vide between college and high school graduates.

The Cognitive Divide

Terms like “middle class” and “working class” were invented to describe 
the profound changes that accompanied the Industrial Revolution. Yet 
as of late, they have become increasingly problematic. President Barack 
Obama mentioned the “middle class” ten times in his first State of the 
Union address. He spoke about the “working class” only once, when he 
referred to Vice President Joseph Biden as “a working-class kid from 
Scranton.”26 The disappearance of industrial jobs has meant that fewer 
citizens can be regarded as working class. Most adults with a high school 
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education no longer work in factories. There is no stable working class 
for young men and women to break into. Thus, the term has become a 
shunned pejorative, while the “middle class” is now used to refer to al-
most everyone except the very wealthy and the very poor.27

What we regard as “middle class” has, of course, always been elastic. 
During the classic years of industrialization, it was largely reserved for 
the commercial and industrial bourgeoisie. But in the succeeding 
centuries, it expanded to the point that it converged with the working 
class. Welding-machine operators and other blue-collar workers became 
associated with relatively stable, decent-paying jobs by the mid-twentieth 
century. The conditions of the working classes in the golden postwar 
years were strikingly different to those described by Karl Marx and 
Friedrich Engels a century earlier, and they were able to attain a middle-
class lifestyle. But in a world of robots, there are fewer jobs for the so-
called blue collar aristocracy. With some rare exceptions, only college-
educated workers qualify as middle class. What distinguishes Reich’s 
symbolic analysts from the rest is that nearly all the jobs they hold re-
quire a college degree. As clerical and blue-collar jobs have disappeared 
from the lower and middle parts of the income distribution, the em-
ployment prospects for young people with no more than a high school 
education have become more similar to those of high school dropouts 
than to people with a college education. Thus, sociologists mostly use 
college education, rather than occupation, as an indicator of a citizen’s 
class in the post-1980 period.28

As has been widely documented, education has reinforced the divide 
between those who thrive in the new economy and their less-educated 
peers. This pattern becomes all the more evident when we look at how 
workers have adjusted to automation. Those with analytical skills have 
moved up into the expanding sets of high-wage jobs, while people who 
lack valuable skills have dropped down and are competing for unskilled 
service jobs at declining wages. In the postwar era, workmen on the 
assembly lines who experienced displacement could still find work in 
other routine jobs requiring similar skills. But since the computer revo-
lution, unemployed Americans who used to work in a routine occupa-
tion have become much less likely to find new employment in routine 
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jobs.29 Fewer job options, especially for non-college-educated produc-
tion workers, has led to cascading competition for low-skilled jobs.

To be sure, as the jobs of machine operators dried up, new highly 
skilled jobs were created, as computer programmers were needed to 
design numerically controlled machine tools. In 1985, when the first 
wave of automation swept through America’s car factories, the Wall 
Street Journal published a story about Lawrence Maczuga, a thirty-
seven-year-old machine operator at Ford Motor Company’s transmis-
sion plant in Livonia, Michigan. While Maczuga was working the ma-
chines at the factory, he had been going to college at night to get a 
degree in computer science. As automation took over, he gave up his 
semiskilled job on the assembly line to take one of the plant’s “super-
jobs” as a manufacturing technician. Maczuga had for some time con-
sidered giving up his job at Ford to become a computer programmer. 
But as Ford revealed its new plans for computerizing production, he 
accepted the new role.30

The problem is that Maczuga was the exception, not the pattern. Few 
manual workers got degrees in computer science or any other college 
concentration. Thus, as automation eroded the demand for routine 
skills and physical strength, blue-collar people found themselves in 
an ever-weaker position. Indeed, the economists Matias Cortes, Nir 
Jaimovich, and Henry Siu found that prime-aged men without college 
degrees were the main victims of the contraction of routine employ-
ment. Many adjusted by taking on low-paying service jobs, like those 
of food-preparation workers, gardeners, and security guards. Unskilled 
men were more likely to find themselves pushed down or even out of 
the workforce as routine jobs dried up than they were to move up.31

The adverse consequences of automation have manifested them-
selves not only in falling wages but also in rising joblessness among 
groups in the labor market. For several decades now, the percentage of 
prime-aged men ages 25–54 who do not go to work in the morning has 
steadily risen (figure 13). While economists still debate the relative im-
portance of supply and demand factors in explaining men’s detachment 
from the labor market, there is an emerging consensus that demand 
factors should be given more weight for recent years. Welfare programs, 
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spousal employment, and changing social norms have all played a role 
in shaping some men’s decision not to work over the course of the 
twentieth century (see also figure 7). But since 2000, most of the rise 
in joblessness is seemingly involuntary. When the economists Katharine 
Abraham and Melissa Kearney recently set out to review what we 
know about the causes of male joblessness, they found trade and robots 
to be the prime reasons why fewer men ages 25–54 have been working 
since the new millennia.32

However, the experience of women has been rather different. As is 
well known, the great leap forward of the “pink-collar” workforce came 
to an end in the 2000s, when computers began to take over more clerical 
work (figure 13). Just a few decades ago, people who called Amtrak to 
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make a train reservation would have heard a woman answering the 
phone on the other end. Today, they hear a recorded voice saying, “Hi, 
I’m Julie, Amtrak’s automated agent.” But consistent with what we know 
from studies in neuroscience pointing out that women perform better 
in interactive and social settings, women have adjusted much better 
than men to an increasingly interactive world of work.33 Instead of being 
pushed back into low-wage service jobs, where women had traditionally 
been dominant, many have moved up into professional and managerial 
jobs. Women also are more likely to graduate from college than men, and 
consequently their skills are more suitable for the computer age. Indeed, 
while men have found themselves increasingly likely to be replaced by 
computer-controlled machines, women are more likely to use a com-
puter at work.34 The rising share of women in the professions and the 
decline of male-dominated blue-collar sectors have allowed many 
women to overtake their male counterparts in terms of career advance-
ment. Of course, women still have some way to go before they surpass 
men in terms of earnings, but a shift is under way. American women 
age thirty or younger have higher earnings power than their male 
counterparts—with the exception of the three largest metropolitan areas, 
where skilled men have clustered.

Though this process has been going on for decades, it has intensified 
in recent years, as new technologies, like multipurpose robots, have 
come into play. These robots are automatically controlled so that they 
do not require human operators. And they can be reprogrammed to per-
form various manufacturing tasks, like welding, assembling, or packag-
ing. Thus, they must be distinguished from single-purpose robots and 
other computer-controlled machine tools, which are designed for one 
specific purpose.

All analyses of the role of technology in rising male joblessness are 
regrettably limited to multipurpose robots, as systematic data on single-
purpose robots remain sparse. But even if this means that we under
estimate the pervasiveness of robots in the economy, such data are still 
informative. Daron Acemoglu and Pascual Restrepo estimate that each 
multipurpose robot has replaced about 3.3 jobs in the U.S. economy. 
Blue-collar people in heavily robotized industries—like automobile 
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manufacturing, electronics, metal products, chemicals, and so on—
have naturally felt the force of automation most keenly. But where ro-
bots have been adopted, people in nearly all occupations suffered both 
wage and employment losses. Job losses were unsurprisingly more sig-
nificant among workers without college degrees. And men have been 
twice as likely as women to find themselves replaced by robots.35

Those estimates focus on the period 1993–2007. However, statistics 
on the adoption of multipurpose robots from the International Robot-
ics Federation show that American industry has continued to use robots 
more extensively in the postrecession period: the number of robots in 
use grew by almost 50 percent between 2008 and 2016. But needless to 
say, the worker-replacing effects of robots may have been counterbal-
anced by other technologies. Computers, as noted above, have also 
spun off new tasks for labor, in which they augment workers’ skills. All 
the same, there is compelling evidence that technological change in gen-
eral has become more worker replacing in recent years. As we saw in 
figure 10, real wages for non-college-educated men have fallen since the 
1980s. Of course, this might also reflect some other permanent factor, 
like jobs being sent abroad. But there is more direct evidence to suggest 
that technology has become increasingly labor replacing. In a major 
study of eighteen Organisation for Economic Co-operation and Devel-
opment (OECD) countries, published in 2018, the economists David 
Autor and Anna Salomons found that whether automation is measured 
by productivity gains, patenting flows, or the implementation of multi-
purpose robots, it has reduced the share of national income captured 
by labor. Technological progress, they show, only turned replacing as 
computers became more pervasive in the 1980s, and its negative effects 
on the labor share became more pronounced throughout the 2000s.36

The Return of Engels’s Pause

The age of automation is not without parallel, however. We saw in chap-
ter 5 how the Industrial Revolution caused a hollowing out of middle-
income jobs, put downward pressure on workers’ wages, and prompted 
an upsurge in inequality. The classic years of industrialization are known 
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as Engels’s pause, when the mechanized factory displaced domestic in-
dustry, worsening the economic prospects of many citizens even as the 
British economy took off. During the classic years, output experienced 
an unprecedented expansion, yet the gains from growth didn’t trickle 
down to most people. Output per worker grew more than three times 
faster than average weekly wages. As middle-income artisan jobs were 
trimmed, the gains of the Industrial Revolution went to industrialists 
who saw the rate of profit double. Engels’s assertion that industrialists 
grew rich on the misery of workers was broadly right for the period he 
observed. The pause came to an end only around 1840.

If Friedrich Engels were living today, what would he have written 
about the computer era? Working conditions in the industrial West 
clearly do not have much in common with the “dark, satanic mills.” But 
the trajectories of per capita output and people’s wages look exceedingly 
similar. In America, labor productivity has grown eight times faster than 
hourly compensation since 1979.37 Even as the American economy has 
become much more productive, real wages have been stagnant, and 
more people are out of work; consequently the labor share of income 
has fallen. Corporate profits have swept up an ever-greater share of na-
tional income while the share going to workers has rarely been smaller. 
And official measures of labor compensation include the paychecks 
of CEOs and superstars in music, sports, and media, meaning that 
the  percentage of income going to the average worker has declined 
even further. As was the case in the classic years of the Industrial Revo-
lution, the gains from growth have shifted from the bottom to the top 
of the income distribution and from labor to owners of capital. During 
the postwar years, the labor share hovered around 64 percent, but since 
the 1980s it has steadily declined to its lowest postwar level after the 
Great Recession, averaging around 58 percent in recent years.38 This is 
in accord with the trends depicted in figure 9, where we saw a widening 
gap between labor productivity and worker compensation emerging in 
the 1980s. And it is not just a U.S. phenomenon. The economists Loukas 
Karabarbounis and Brent Neiman, for example, have documented that 
the share of national income that goes to labor has declined dramatically 
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in most countries since the 1980s, which, they argue, is thanks to cheaper 
computers.39

There are good reasons to think that rising profits and the falling 
labor share is linked to the automation of routine middle-income jobs 
(such as those of machine operators, bookkeepers, and mortgage un-
derwriters) and the shift of labor into low-income service jobs (for 
example, those of janitors, waiters, and receptionists). In 2017, the In-
ternational Monetary Fund (IMF) published a report showing that 
“technological advancement, measured by the long-term change in the 
relative price of investment goods, together with the initial exposure to 
routinization, have been the largest contributors to the decline in labor 
income shares in advanced economies.”40 Consistent with the hollow-
ing out of labor markets, as computer-controlled machines have taken 
over the jobs of the middle class, the IMF found that the decline in labor 
shares has been particularly sharp for middle-skilled workers.

The changing face of technology is also reflected in long-run trends 
in the Gini coefficient (figure 14). As Branko Milanovic has noted, “This 
revolution [the computer revolution], like the Industrial Revolution of 
the early nineteenth century, widened income disparities.”41 These pe-
riods were not only times when the profit share of income reached his-
torical heights and the wages of ordinary citizens were stagnant. As 
noted above, both were episodes when technology replaced middle-
income workers. In the computer era, the increase in inequality hap-
pened in large part because new technologies strongly rewarded more 
highly skilled symbolic analysts while driving up the capital share of 
national income. At the same time, as middle-income routine jobs were 
shredded, unskilled labor moved toward low-paying service occupa-
tions, causing wage disparities to rise. In similar fashion, technological 
change during the Industrial Revolution pushed people out of middle-
income jobs in the domestic industry, to the detriment of many crafts-
men, while creating low-income production jobs in the factories and 
high-paying skilled jobs for white-collar workers to manage and admin-
ister production. Indeed, the economists Lawrence Katz and Robert 
Margo have pointed out that the effects of computers on the labor 
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market today have been similar to those that accompanied the spread 
of the mechanized factory in the nineteenth century.42

So far, new computer technologies have not caused widespread un-
employment as has been so widely feared. Though industries and oc-
cupations have lost jobs due to automation, job losses have been offset 
by the creation of new tasks, customers and suppliers benefiting from 
cheaper goods, and increases in overall consumer spending.43 But com-
puter technologies have shrunk the size of the middle class, put down-
ward pressure on unskilled workers’ wages, and reduced labor’s share of 
income. And, as the experience of the Industrial Revolution illustrates, 
even when new jobs are being added, it can take a long time for workers 
to acquire the necessary skills to successfully move into the newly 
emerging jobs. In many cases, new or changing job roles require a dif
ferent breed of worker. Case studies of office automation have shown 
that computers reduced clerical staff in routine activities, while opening 
up only a “relatively small number of better paid positions for 
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programming and operating the new systems.”44 Aptitude tests pro-
vided a means of selecting staff for the new and substantially more 
skilled jobs: “Those selected were chiefly men in their late twenties with 
some college education and some company experience in . . . ​related 
work.”45 Few older workers or employees displaced from the affected 
units were chosen for the newly created positions. The adverse impacts 
of automation were much greater for middle-age and older 
employees.

When replacing technologies make the skills of existing workers re-
dundant, they reduce the earning capacity of significant parts of the 
population. Though new tasks may be spun off in the process, new skills 
take time to learn and are often seen in workers’ wages only years later. 
As discussed in the context of the Industrial Revolution, the wages of 
power-loom weavers took off long after the jobs of hand-loom weavers 
were shredded. A modern equivalent is the case of typographers, which 
also illustrates this point vividly. One advantage of the computer was 
that a file could be saved to its memory, eliminating tedious rekeyboard-
ing of typewritten text to correct errors. The effect on typographers’ jobs 
and wages was significant. James Bessen has calculated that between 1979 
and 1989, employment among typesetters and compositors fell from 
170,000 to about 74,000, while their median wages declined by 
16 percent, adjusted for inflation. “Membership in the International Ty-
pographical Union fell sharply, and in 1986, much weakened, it merged 
with another union.”46

As computer publishing eliminated tedious rekeyboarding of text and 
made typesetting less costly and more versatile, desktop publishers and 
graphic designers took on much of the typographical work, and em-
ployment opportunities in these occupations soared. But making this 
transition required workers to learn graphic design software, such as 
page layout programs. While we lack the data to determine the extent 
to which typographers successfully took on jobs as graphic designers, 
these jobs required very different skills from those used in typography, 
and few typographers probably made this transition. And even those 
who managed to become graphic designers didn’t see their wages rise, 
as average pay for designers remained stagnant. Bessen explains:
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After accounting for inflation, the average hourly pay of graphic de-
signers has been stagnant in recent years; the average pay of all types 
of designers has actually fallen since the 1970s. While designers are 
paid, on average, a bit more than typographers, the median designer 
of 2007 earns only about a dollar more per hour than the median 
typographer of 1976. Designers seem to have shared little in the ben-
efits of this technology. Why don’t average designers earn more, now 
that they have acquired substantial new skills and job responsibili-
ties? Because the technology and organization of work for designers 
seem to be in constant flux. The print designers who replaced the 
typographers have been partly replaced by web designers, who are 
partly being replaced by mobile designers. Technology is continually 
redefining what publishing is and how it is done. Each of these 
changes requires new, specialized skills—skills learned largely 
through experience or by sharing knowledge, rather than in school. 
Each year, designers have to learn new software and new standards 
in order to keep up. A few years ago they learned Flash; now it is 
HTML5. Next year, perhaps something else.47

When occupational skills are replaced by machines, the investment 
workers have made in building up the human capital associated with 
that occupation has gone industrially bankrupt. A worker displaced 
from a steel mill will not be able to begin a new career as a barber the 
next morning, and he or she is rarely equipped to switch into a profes-
sional, managerial, or engineering job. The higher the cost of accumulat-
ing new human capital, the longer the transition will take. Even low-skilled 
service jobs in restaurant, hotels, and gasoline stations require some 
skills. Experience is valuable in just about every occupation. But un-
questionably, the cost of acquiring new human capital to move into 
well-paying jobs has become much greater in the ever-higher tech econ-
omy, leading to a hardening division between those who went to college 
and whose who did not. What’s more, as we shall see, location matters 
about as much as education. The most serious adjustment problems 
have occurred among unskilled workers in declining towns and cities.
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As discussed above, Engels’s pause was a time when citizens saw rapid 
change, not just in the workplace but also in the communities in which 
they lived. Indeed, in the early nineteenth century, social critics like 
Peter Gaskell made the impact of mechanized industry on society the 
center of public debate. Gaskell’s The Manufacturing Population of 
England: Its Moral, Social, and Physical Conditions, published in 1833, was 
the first of its kind and a source of inspiration for the essay Friedrich 
Engels later wrote on the conditions of the English working classes. Gas-
kell believed that the struggle between human power and steam-powered 
machinery was approaching a crisis, and he argued that mechanization 
was changing the “very framework of the social confederacy.”1 In addi-
tion to depriving craftsmen of jobs in rural industry, he declared, the 
factory system was creating a new socially deprived class in Britain’s 
emerging industrial cities: “The universal application of steam power 
as an agent for producing motion in machinery, has closely assimi-
lated the condition of all branches, both in their moral and physical 
relations. In all, it destroys domestic labour; in all, it congregates its 
victims into towns, or densely peopled neighbourhoods; in all, it sepa-
rates families.”2

The computer revolution, as we shall see, has caused to the demise 
of many of the factory cities that industrialization once gave rise to. And 
as was the case with the Industrial Revolution, its social consequences 
for individuals, families, and their communities have been profoundly 
negative. Since its peak in 1979, more than seven million American 
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manufacturing jobs have disappeared. And America’s industrial towns 
and smokestack powerhouses, where blue-collar jobs were clustered, 
have felt the consequences most keenly. Where middle-class jobs with-
ered, whether due to automation or globalization, a range of societal 
problems have emerged. In the 1990s, the sociologist William Julius 
Wilson attracted enormous attention with his study of urban ghettos 
where work had vanished. Using large-scale surveys and ethnographic 
interviews, he concluded that “the consequences of high neighborhood 
joblessness are more devastating than those of high neighborhood pov-
erty. A neighborhood in which people are poor but employed is differ
ent from a neighborhood in which people are poor and jobless. Many 
of today’s problems in the inner-city ghettos—crime, family dissolu-
tion, welfare, low levels of social organization, and so on—are funda-
mentally a consequence of the disappearance of work.”3 While the work 
of Wilson focused on black neighborhoods in inner cities suffering from 
economic restructuring and suburbanization, many of their troubles are 
now shared by communities of the white working class.

When Jobs Disappear

No town or city could represent all of America, but the closest we can 
get is probably Port Clinton, New York, on the shores of Lake Erie. In 
Our Kids, sociologist and political scientist Robert Putnam looks back 
at his Port Clinton high school class of 1959, in what was then a blue-
collar middle-class town, and in almost every respect a remarkable mi-
crocosm of America. He recalls that few of his classmates’ parents were 
educated. A full third had not even graduated from high school. Yet like 
just about everyone in town, they were reaping the benefits of postwar 
prosperity: “Some dads worked the assembly lines at the local auto part 
factories, or in the nearby gypsum mines, or at the local Army base, or 
on small family farms.”4 But in an era when technological change was of 
the enabling sort, few families had experienced joblessness or felt eco-
nomic insecurity. Though few families in Port Clinton were affluent, 
very few were poverty-stricken. And their children were like everybody 
else’s. Regardless of social background, they participated in many 
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extracurricular activities, including sports, music, and drama: “Friday 
night football games attracted much of the town’s population.”5 Fast-
forwarding half a century, Putnam’s classmates had also made a great 
leap forward relative to their parents. Three-quarters of them were 
better educated, and the overwhelming majority had moved up the eco-
nomic ladder. Perhaps most strikingly, many children with less well-off 
parents had climbed farther up the rungs than those from more privi-
leged, better-educated backgrounds. Upward mobility among the kids 
from relatively disadvantaged backgrounds was almost as great as 
among the affluent ones.

Yet today, the American dream in Port Clinton is a split-screen night-
mare. The children of the next generation are facing a very different 
reality. Those whose parents were symbolic analysts or the like have 
stayed on track, while those whose modest family fortune depended on 
factory jobs have founded themselves stuck on the wrong side of the 
tracks. As Putnam points out, the causes of faltering upward mobility 
in America are many. But one is surely that the manufacturing founda-
tion upon which Port Clinton’s prosperity rested has dwindled. As well-
paying blue-collar jobs were trimmed, births out of wedlock rose 
sharply, child poverty skyrocketed, and upward mobility went into 
reverse. Because blue-collar workers tend to shop close to where they 
live, they also support many other jobs in the service sector. Thus, the 
disappearance of blue-collar jobs meant a blow to the local service econ-
omy, with shops closing down and people leaving town. As work van-
ished, many people left in search of a better future elsewhere, leaving 
Port Clinton in despair: “The Port Clinton population, which had 
jumped 53 percent in the three decades prior to 1970, suddenly stagnated 
in the 1970s and 1980s, and then fell by 17 percent in the two decades after 
1990. Commutes to jobs got longer and longer, as desperate local workers 
sought employment elsewhere. Most of the downtown shops of my 
youth stand empty and derelict, driven out of business partly by the 
Family Dollar and the Walmart on the outskirts of town, and partly by 
the gradually shrinking paychecks of Port Clinton consumers.”6

The Port Clinton story is regrettably a typically American one. In the 
postwar years there were many places like Port Clinton, whose modest 
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prosperity was built on the foundation of manufacturing that provided 
stable, thriving communities and opportunities for those starting at the 
bottom. But the employment prospects of blue-collar Americans are no 
longer what they were in the 1950s and 1960s, and neither are the com-
munities in which they live. In Coming Apart, political scientist Charles 
Murray shows that ordinary middle-class Americans who could have 
prospered in Port Clinton in the postwar years have become increas-
ingly detached from the rest of American society more broadly. To il-
lustrate this, he creates a statistical construct he calls Fishtown—after 
the predominantly white, blue-collar community of the same name 
in Philadelphia, Pennsylvania—drawing upon demographic data from 
the Current Population Survey. Those assigned to Fishtown are all white 
citizens who did not go to college. If they have a job, they work in blue-
collar occupations, provide in-person services, or are employed in low-
income clerical jobs. What these people have in common is that their 
skills are insufficient for them to compete successfully in the new econ-
omy. As Murray rightly points out, “The higher-tech the economy, the 
more it relies on people who can improve and exploit the technology, 
which creates many openings for people whose main asset is their ex-
ceptional cognitive ability.”7 Thus, to paint the growing divide between 
the fortunes of America’s cognitive elite and the misfortunes of the 
white working class, he creates another statistical construct that he calls 
Belmont, after the upper-middle-class suburb near Boston, Massachu
setts. Those assigned to Belmont have much in common with Robert 
Reich’s symbolic analysts, who have been reaping the benefits of com-
puterization. They hold at least a bachelor’s degree, work in tech jobs or 
skilled professions, and enjoy a secure and affluent lifestyle.

Murray then examines in more detail what has happened to the citizens 
of Fishtown since the postwar boom years. One worrying albeit unsur-
prising trend is that fewer people work. In 1960, there was not much dif-
ference between Belmont and Fishtown in terms of working habits: in 
90  percent of Belmont households, there was at least one adult who 
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worked forty hours per week or more, and the same was true of 
81 percent of Fishtown households. But by 2010, this gap had increased 
dramatically. In 87 percent of Belmont households, at least one adult 
still put in a minimum of a forty-hour work week. But in Fishtown dra-
matic changes in the likelihood of an adult being in the workforce had 
occurred, with only 53 percent of households still containing at least one 
working person.

As joblessness in Fishtown grew, so did crime. Inmate surveys carried 
out by the federal government in the period 1974–2004 show that about 
80 percent of whites in state and federal prisons came from Fishtown 
and less than 2  percent were from Belmont.8 Hence, the upsurge in 
crime and imprisonment was concentrated in one segment of the white 
population—the working class. And just as Wilson found that jobless-
ness was a cause of the growing share of single-parent households 
among blacks, there was a fall in marriage rates among blue-collar 
whites.9 As late as 1970, only 6  percent of births among non-college-
educated white women were out of wedlock. Four decades on, 
44 percent of births were. Only a third of Fishtown’s children now grow 
up in families that include both biological parents. This matters, because 
children in single-parent households have much worse chances later in 
life. Indeed, the economist Raj Chetty and collaborators found that the 
strongest predictors of upward mobility are measures of family struc-
ture. The greater the percentage of single parents in an area, the lower 
the chances of their children moving up.10

Murray does not see the computer revolution as the cause of Fishtown’s 
misfortunes—instead, he sees joblessness as a consequence of a deterio-
rating work ethic and welfare dependency. Scholars still debate the rela-
tive importance of economic and cultural factors in shaping the patterns 
of joblessness, crime, and marriage rates, but it seems most reasonable to 
emphasize the importance of both. However, there can be no doubt that 
economic dislocation can explain a large part of such patterns. Those as-
signed to Fishtown clearly belong to groups that have seen diminishing 
opportunity due to trade and technological change. And many of Fish-
town’s social ills can be directly linked to outcomes in the labor market. 
Crime rates, for example, are related to the expected costs and benefits 
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of illegal activity.11 If workers’ expected earnings in the labor market fall, 
so does the opportunity cost of spending time in prison. Thus, unsur-
prisingly, people have historically been more likely to become involved 
in illegal pursuits when the relative payoff of criminal activity has in-
creased. For example, as Britain industrialized and workers saw their 
skills made redundant by the mechanized factory in the nineteenth 
century, older workers—especially those in artisan jobs—began to 
commit more crimes for economic gain.12

While unemployment is often cyclical and short-lived, the decline in 
the wages of the unskilled due to trade and technological change has 
been going on for several decades and will likely have more long-lasting 
effects on criminal activity than short-term unemployment does. In-
deed, when the economists Eric Gould, Bruce Weinberg, and David 
Mustard studied the relationship between vanishing opportunity in the 
labor market and crime, they found the former to have caused the latter. 
Both unemployment and falling wages affected crime rates among un-
skilled men. Over the period the authors analyzed (1979–97), the wages 
of unskilled men fell by 20 percent, while the property crimes rose by 
21 percent.13

Other misfortunes have also afflicted the people of Fishtown, which 
are less obviously but nonetheless directly linked to the state of the 
labor market. While marriage has become less common across all spec-
tra of society, the reason it has become so much more uncommon in Fish-
town is that work has disappeared. Among the white population, the 
skilled have consistently seen the highest percentage of married men in 
America since the 1880s.14 The difference in marriage rates between 
people in skilled occupations and blue-collar Americans narrowed until 
the end of the manufacturing boom years, when it experienced a rever-
sal. The narrowing happened as the position of blue-collar workers in 
the labor market strengthened. But in today’s higher-tech economy, 
blue-collar workers are becoming less likely to marry as their position 
in the labor market has gotten weaker. The economists David Autor, 
David Dorn, and Gordon Hanson have indeed found that the disap-
pearance of blue-collar jobs disrupted marriage markets and reduced 
marriage rates. Deteriorating labor market prospects made men less 
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marriageable. One reason had to do with joblessness and the declining 
economic stature of blue-collar men. But more alarmingly, vanishing 
factory jobs also increased the mortality gap between young men and 
women. As work disappeared, young men became more likely to experi-
ence an early death.15

Their findings are consistent with those of other studies. Workers 
who were displaced due to plant downsizings in Pennsylvania during 
the recession of the early 1980s suffered annual earnings losses averaging 
25 percent even six years after they lost their jobs, and immediate losses 
of more than 40 percent.16 But layoffs did not just affect workers’ earn-
ings. They also brought a significantly higher risk of death. When the 
economists Daniel Sullivan and Till von Wachter went back and traced 
the fates of the workers who had been displaced by the downsizings, 
they found that the ones who saw their jobs disappear experienced a 
50–100  percent increase in short-term mortality rates after being laid 
off.17 Even if the effect tailed off over time, a middle-aged man saw his 
life expectancy drop by one and a half years, an effect comparable to that 
of being forty pounds overweight at the age of forty. So in 2015, when 
two Princeton economists, Anne Case and Angus Deaton, winner of 
the Nobel Prize in Economics, shockingly found that annual death rates 
among middle-aged whites had risen since the turn of a century after 
decades of improvements, they naturally suggested that the reversal 
might reflect the long-standing process of diminishing opportunity in 
the labor market for working-class whites, whose departure from the 
middle of society’s spectra has come with so much distress.18 Rising 
mortality, they found, was not caused by typical killers like heart disease 
and diabetes but by suicide and substance abuse.19

Reports on subjective well-being, it is true, have consistently shown 
that people who experience unemployment are significantly less happy, 
even when a wide range of factors (including income and education) 
are controlled for.20 Men fare the worst mentally from unemployment, 
especially if it occurs in their prime years.21 One widely cited study even 
found that “joblessness depressed well-being more than any other single 
characteristic, including important negative ones such as divorce and 
separation.”22 But while there is compelling evidence to suggest that 
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health and well-being are closely related to labor market outcomes, to 
what extent the loss of jobs due to technology and trade can account for 
the recent upsurge in the “deaths of despair” documented by Case and 
Deaton remains an open question. The growing misuse of and addiction 
to opioids has turned into a serious national crisis that affects public 
health and social welfare. America’s opioid crisis is certainly part of the 
story, but part of it might also be the consequence of rising joblessness. 
What is beyond question is that disappearing middle-income jobs have 
caused much material and emotional suffering, which has had a devas-
tating impact on a broad swath of the middle classes.

The Geography of New Jobs

The drifting apart of American society is about more than unequal 
gains. Much more worrying than rising income inequality is the fact that 
large groups in the labor market have been left worse off economically 
and in terms of subjective well-being. Their reality has also become harder 
to comprehend because they have become increasingly segregated from 
the rest of society. Though Fishtown and Belmont are statistical con-
structs, they speak to a well-documented rise in geographic polarization. 
When the eminent sociologist Douglas Massey, together with Jonathan 
Rothwell and Thurston Domina, recently examined patterns of segrega-
tion in America, they found that a kind of incipient cognitive class apart-
heid had worked itself through the country in the last quarter of the twen-
tieth century. College-educated parents and their children had become 
increasingly detached from the realities facing those families who have 
seen work ebb. The growing split between the college educated and the 
rest is not just one of neighborhood segregation.23 A broader shift has also 
taken place between cities, which is linked to the geography of new jobs.

In the 1980s and 1990s, it was believed that the exact opposite would 
happen. With the advent of the World Wide Web, email, and cell 
phones, pundits proclaimed that location would soon become irrele-
vant and the curse of geography a distant memory.24 Futurists like Alvin 
Toffler even predicted that the death of distance would eventually 
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render the city obsolete.25 And in 2005, the cover of the first edition of 
Thomas Friedman’s best-selling The World Is Flat pictured a world in 
which geographic divisions were history.26 Information technology, 
these authors declared, was making face-to-face interactions unneces-
sary, so that the time when companies and workers had to cluster in 
expensive places like Manhattan or Silicon Valley would soon be over. 
But the truth is that even with modern computers, many complex inter-
actions remain too subtle to be performed via technology. As Harvard 
University’s distinguished economist Edward Glaeser pointed out at 
the time, digital and in-person communication are best seen as comple-
ments rather than substitutes for each other.27 More efficient informa-
tion technology has made it possible to maintain a greater number 
of  relationships, which increases the number of in-person contacts. 
Though the computer revolution rendered New York’s advantages as a 
manufacturing city obsolete, it amplified its competitive edge in innova-
tion. Cities specializing in knowledge work (that is, developing and 
exporting ideas) became more productive.

Place still matters because of “agglomeration economies,” which de-
rive from the value of proximity. Workers want to be close to jobs. Com-
panies want to have access to talent and be close to customers. Parents 
want to live near good schools. And the elderly may prefer places with 
good health care and a pleasant climate. Agglomeration, in short, comes 
down to the desire to reduce the costs of moving goods, people, and 
ideas.28 Of course, the cost of transporting goods has become a much 
less important factor in where companies chose to locate, simply 
because shipping has become so much cheaper. One reason why industrial 
cities like Detroit began to decline before the age of automation, when 
manufacturing employment was still expanding, is that production 
began to move away from the Great Lakes to right-to-work states in the 
Sunbelt, where union security agreements between companies and 
labor unions are prohibited.29 Such locational freedom, however, may 
have reduced the desire to transport the smart people and ideas that 
have become so valuable in the higher-tech economy. And indeed, that 
is what has happened.
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In The New Geography of Jobs, the economist Enrico Moretti tells an 
intriguing story of two places in California: Menlo Park and Visalia. The 
story begins in 1969, with a young engineer turning down a job offer at 
Hewlett-Packard in Menlo Park (in the heart of Silicon Valley) to move 
to the midsize town of Visalia, three hours’ drive away. At the time, 
many professionals were leaving cities for smaller communities, which 
were considered better places for family life. At the time, both places in 
California had prospering middle classes, similar rates of crime, and 
comparable quality of schools. And while incomes in Menlo Park were 
higher on average, America was on an equalizing path.

Yet today, Menlo Park and Visalia are in different universes. As Sili-
con Valley has grown to become the world’s hub for innovation, Visalia 
has become a backwater. It has the second lowest share of college-
educated workers in America, and its crime rates are high and trending 
upward while its relative earnings are in decline.30 And these are not 
isolated examples:

[They reflect] a broader national trend. America’s new economic 
map shows growing differences, not just between people but be-
tween communities. A handful of cities with the “right” industries 
and a solid base of human capital keep attracting good employers and 
offering high wages, while those at the other extreme, cities with the 
“wrong” industries and a limited human capital base, are stuck with 
dead-end jobs and low average wages. This divide—I will call it 
the Great Divergence—has its origins in the 1980s when American 
cities started to be increasingly defined by their residents’ levels of 
education. . . . ​At the same time that American communities are de-
segregating racially, they are becoming more segregated in terms of 
schooling and earnings.31

This trend began with the age of computers. It is true that some pro-
fessional services, like accounting, can now be delivered electronically 
from a distance. But new jobs, spawned by computer technologies, are 
highly concentrated, suggesting that place has become more significant 
as production has become more skill intensive. This is underlined by 
the dramatic shift in the geography of new job creation beginning in the 
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1980s. Occupational classifications, which are updated every decade, 
allow us to identify new jobs that did not exist a decade earlier. My work 
with Thor Berger, an economic historian, shows that before the com-
puter revolution, when some emerging occupations were still routine, 
new jobs didn’t just emerge in skilled cities. But as a wide range of 
computer-related occupations—like those of computer programmers, 
software engineers, and database administrators—became more plenti-
ful in the 1980s, the comparative advantage in new job creation firmly 
shifted toward cities initially specializing in knowledge work (figure 15).32 
We found in a follow-up study that data on the location of new industries, 
as opposed to new occupations, reveal a similar pattern. New industries 
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figure 15: Knowledge Work and New Job Creation in U.S. Cities, 1970–2000
Source: T. Berger and C. B. Frey, 2016, “Did the Computer Revolution Shift the Fortunes of  U.S. 
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that appeared in official statistical classifications for the first time in the 
2000s primarily relate to digital technologies, such as online auctions, 
web design, and video and audio streaming. Ironically, it is precisely the 
technologies that futurists once believed would flatten the world that 
have made it more uneven: digital industries have overwhelmingly clus-
tered in cities with skilled populations.33

The location decisions of technology companies, which are at the 
forefront of digital technology, provide the best evidence of the value 
of in-person communication: “The fact that Silicon Valley is now 
the quintessential example of industrial agglomeration suggests that the 
most cutting-edge technology encourages, rather than eliminates, the 
need for geographic proximity.”34 The past two decades have supported 
that view, as geographic clusters like Silicon Valley remain strong, de-
spite the abundance of long-range electronic communication tools. In 
fact, geography has become more important as new jobs have become 
more skill intensive. Indeed, for most of the 1900s places with lower 
average incomes were catching up with richer cities and regions. One 
of the most widely cited studies in economics is a paper by Robert Barro 
and Xavier Sala-i-Martin that shows persistent and speedy income con-
vergence across American regions over the century preceding the com-
puter revolution.35 Not just in America but also across the Atlantic, the 
great convergence within countries was pervasive and persistent 
throughout the postwar decades. But income convergence came to a 
halt in the 1980s, as cognitive segregation became more widespread. In 
a paper titled “Why Has Regional Income Convergence in the U.S. De-
clined?,” the Harvard University economists Peter Ganong and Daniel 
Shoag argue that historically, income convergence was driven by people 
migrating from poorer regions to wealthier ones. The steady influx of 
workers held down wage growth in rich places and helped incomes rise 
in poor regions as people left. But the clustering of new jobs in skilled 
cities in combination with stricter land-use regulations disrupted this 
trend: the rising costs of living in booming cities meant that migration 
ceased to be an option for the unskilled, while highly skilled workers 
continued to migrate.36
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Why, then, are not firms moving to the hinterland, where labor and 
housing are cheap? The answer is that innovative companies want to 
stay close to other such companies and skilled people. Giles Duranton 
and Diego Puga are two economists who have aptly conceptualized cit-
ies as nurseries for innovation, where firms in their early stages need to 
experiment to grow.37 During this innovative phase, firms benefit from 
the exchange of ideas that is facilitated by the density of cities and their 
proximity there to related businesses, which increases the demand for 
the relatively skilled. These nursery cities serve as incubators for new 
job creation. When a prototype has been developed and operations 
have become more standardized, it makes economic sense to relocate 
to places where real estate is cheaper and the costs of production lower. 
New jobs, in other words, will eventually spread to other locations. As 
long as nursery cities do not churn out new jobs faster than they diffuse 
geographically, convergence in employment will follow. But new jobs 
spread only as they become standardized, and since the beginning of 
the computer age, jobs that have become standardized have not diffused 
across the country: they have either been automated away or sent 
abroad. The flourishing cities of America have become nursery cities for 
innovation. But the rest is done abroad or by machines.

The places where work has been replaced, rather than complemented, 
by machines, are the ones that are in decline. The uneven map of 
multipurpose robots depicted in figure 16 makes a simple point about 
technological progress. Automation—like most other economic 
trends—will not occur everywhere in the same way or at the same pace. 
More than half of America’s robots are in just ten states, most of which 
are in the eastern heartland—where male joblessness and life dissatis-
faction is the highest.38 As a matter of fact, Michigan alone has almost 
as many robots as the entire American West. And like the presence of 
robots, joblessness has not risen uniformly across America. The share 
of middle-aged men who do not go to work is 51 percent in Flint, Michigan, 
but only 5  percent in Alexandria, Virginia. The economists Benjamin 
Austin, Edward Glaeser, and Lawrence Summers recently conducted a 
detailed study of the geography of joblessness among men in their 
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prime. Some of the authors’ findings may not come as a surprise. One is 
that on average, men are more likely to go to work in places where edu-
cational attainment is high.39 Another is that men are less likely to go to 
work if durable manufacturing was historically a key source of employ-
ment in the area where they live. Indeed, as noted above, since the dawn 
of the computer revolution, new jobs have overwhelmingly appeared in 
cities with skilled populations. Meanwhile, in places specializing in rou-
tine manufacturing work, automation has had the opposite effect: it has 
replaced workers rather than creating new functions for them.

Because jobs have come and gone so unevenly across America, the 
computer revolution has made the country less flat. Where new tech 
jobs have appeared, the local service economy has been given a boost. 
Moretti estimates that each new tech job creates sufficient demand to 
support another five jobs in a given city. Where blue-collar jobs 

figure 16: The U.S. Geography of Industrial Robots, 2016
Source: International Federation of  Robotics (database), 2016, World Robotics: Industrial 

Robots, Frankfurt am Main, https://ifr​.org​/worldrobotics​/; S. Ruggles et al., 2018, IPUMS  
USA, version 8.0 (dataset). https://usa​.ipums​.org​/usa​/.

Note: This figure shows the number of  industrial robots per thousand workers across  
America in 2016. Darker shades correspond to more robots per thousand workers.  
County boundaries are based on maps from IPUMS NHGIS (www​.nhgis​.org).
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disappeared, in contrast, the local economy has taken a hit. Each manu-
facturing job lost, Moretti finds, costs another 1.6 jobs in the local ser
vice sector.40 This process has meant that while skilled cities have pros-
pered, smokestack cities have become obsolete. As late as 1970, average 
incomes were higher in Cleveland, Ohio, and Detroit, Michigan, than 
in skilled cities like Boston, Massachusetts, and Minneapolis, Minesota. 
But in recent decades, skilled cities have pulled away while manufactur-
ing cities and industrial towns have faded. In the words of Glaeser, “If 
these patterns continue, we may come to see an ever more uneven 
America with rich, successful, skilled regions that compete well world-
wide and poor, unskilled regions that are repositories of despair.”41
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What happens to liberal democracy when the social fabric fractures and 
the middle class starts to shrink? Societies with extreme gaps between 
rich and poor have historically been more prone to oligarchy and popu-
list revolutions. A broad middle class, as many political scientists have 
pointed out, is an essential pillar of a stable democracy. Indeed, the long 
persistence of extreme inequalities helps explain why liberal democracy 
did not arrive earlier. In preindustrial societies, the landowning elites had 
little interest in extending the franchise, while avoiding starvation was 
the main preoccupation of the poor. Without a middle class with a dif
ferent set of expectations, there was little demand for democracy. Bar-
rington Moore’s classic Social Origins of Dictatorship and Democracy is 
perhaps best known for the blunt remark “no bourgeoisie, no democracy.”1 
Though this assertion has been subject to much criticism, Moore’s point 
was not that the bourgeoisie must always produce democracy. What he 
argued was that the replacement of the landed elite was essential in 
bringing democracy about, as was the case in England—where indus-
trialization set the stage for democratic transitions.

While social scientists have long noted a close correlation between 
economic development and democracy, it is not immediately clear what 
is driving that relationship. However, one compelling explanation is that 
industrialization spins off new social groups that begin to demand more 
political power as they get richer. In Political Order and Political Decay, 
Francis Fukuyama provides a vivid account of how the Industrial Revo-
lution changed the underlying nature of society in ways that challenged 
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the old authoritarian order.2 The rise of democracy surely had much to 
do with the spread of values favoring equality, but these ideas didn’t 
come out of a vacuum. The profound changes set in motion by the In-
dustrial Revolution not only generated sustained economic growth but 
also dramatically changed the composition of societies by creating and 
mobilizing new groups of people—notably, the bourgeoisie and the 
factory working class. Thus, Fukuyama’s road to liberal democracy starts 
from Karl Marx’s theory of social class. According to Marx, the first new 
social class to emerge out of the old feudal order was the bourgeoisie. 
This class included merchant townsmen who had grown wealthy 
through trade and invested heavily in the factory system and thus the 
Industrial Revolution. Industrialization in turn mobilized Marx’s sec-
ond new class, the proletariat, whose members left rural areas for the 
emerging factory towns. These groups were excluded from political 
participation in the feudal order, but as they grew richer and became 
more organized, they demanded more political power—which in turn 
created pressures for democracy.3 Fukuyama writes:

Increasing industrialization induced peasants to leave the country-
side and enter the working class, and by the beginning of the twenti-
eth century they were the largest social group. Under the impact of 
expanding trade, the number of middle-class individuals began to 
swell, first in Britain and the United States, then in France and Bel-
gium, and by the late nineteenth century in Germany, Japan, and 
other “late developers.” This then set the stage for the major social 
and political confrontations of the early twentieth century. . . . ​The 
key insight is that democracy is desired most strongly by one specific 
social group in society: the middle class.4

Democracy and the Middle Class: A Very Brief History

Marx predicted that the proletariat’s struggle against the bourgeoisie 
would prompt a socialist revolution, but in practice, industrialization 
meant the incorporation of working people into a broader middle class. 
However, as the Luddite uprisings and other machinery riots suggest, 
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the objectives of the bourgeoisie and the average worker were hardly 
aligned from the onset. One obvious reason was Engels’s pause, during 
which labor did not see the benefits of industrialization. In fact, Marx’s 
belief that capitalism was set for a crisis of overproduction, in which 
mechanized industry extracted surpluses from working people, which 
led to greater wealth in the hands of the few and the impoverishment of 
the proletariat, seemed quite plausible at the time. Cascading levels of 
inequality, Marx predicted, would eventually create a shortfall in ag-
gregate demand and lead to the collapse of the capitalist system. Such a 
crisis, he argued, could be avoided only though a revolution in which 
the proletariat would take ownership of the means of production and 
redistribute the benefits of mechanization. Had Engels’s pause persisted 
longer, some version of this outcome might well have occurred. But 
mercifully it didn’t.

We saw in chapter 5 that things changed around the mid-nineteenth 
century. As Marx was writing, the modern growth pattern emerged. By 
the closing decades of the Industrial Revolution in Britain, productivity 
growth had accelerated with the adoption of steam, and real wages had 
begun to rise in tandem, as the nature of technological progress shifted 
and people acquired new skills. As noted above, augmenting technical 
change has a symbiotic relationship with the bargaining power of labor, 
while worker-replacing technical change works in the opposite direc-
tion. During Engels’s pause, early textile machinery replaced skilled 
craftsmen in production. As the domestic system gradually vanished, 
new jobs emerged in the factories, but the textile machines were de-
signed to be tended by children.

However, the arrival of more complex machines, following the more 
widespread adoption of steam power, broke the deskilling pattern ac-
cording to which skilled craftsmen were replaced by child labor. Heavy 
machinery required more skilled workers of greater physical strength in 
the factories, and technical change turned from worker replacing to aug-
menting. This served to increase the bargaining power of labor, as work-
ers’ skills became more valuable over time. And consequently, workers 
began to see the benefits of mechanization in their pockets. While a 
causal link is hard to establish, it is even harder to explain the end of 
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widespread resistance to machinery in isolation from the arrival of the 
modern growth pattern. As we have seen, workers and the trade unions 
representing them rarely questioned the desirability of mechanization 
thereafter.

The modern growth pattern came about in the absence of organized 
labor or any significant government intervention, but that should not be 
taken as downplaying the importance of the labor movement. Another 
reason why Marx’s socialist revolution did not happen is that through-
out the industrializing West, workers joined forces in trade unions and 
began to push for democracy, higher wages, safer working conditions, 
and more redistribution of wealth and income. The political branch of 
the labor movement de facto accepted a laissez-faire regime with re
spect to mechanization, but they insisted on establishing a tax-financed 
welfare system. From the mid-nineteenth century onward, industrializa-
tion put labor on a virtuous cycle, where mechanization increased 
workers’ earning power and trade unions increased their bargaining 
power. These two processes were mutually reinforcing. The augmenting 
nature of technological change made workers’ skills more valuable, thus 
increasing labor’s bargaining power. The labor movement successfully 
took advantage of this by agitating for workers’ rights to organize for-
mally and vote.

To be sure, the two components of liberal democracy—the rule of 
law and universal suffrage—are distinguishable political goals. And 
quite naturally, they tended to be favored by different groups.5 In Brit-
ain, the commercial and industrial bourgeoisie, which provided the base 
support for the British Liberal Party in the nineteenth century, was 
more interested in legal protection for private property and free trade 
policies, while the working class was more interested in democracy. The 
Great Reform Act of 1832 was the first of a series of reforms on Britain’s 
long road to universal suffrage. It is justly regarded as “a major turning 
point in English history,” as it helped trigger democratization and key 
economic reforms like the implementation of the personal income tax 
in 1842 and the repeal of the Corn Laws four years later.6 Because Par-
liamentary reform had become a party-political question, supported by 
Whigs and Radicals (who would go on to form the Liberal Party) and 
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opposed by most Tories, a Whig majority in the House of Commons 
was necessary for the Great Reform Act to make it through Parliament. 
The chief motive of the Liberals was to strengthen their own position 
by increasing the power of Parliament and reducing that of the crown, 
though over time some Whigs came to support expanding the franchise 
for its own sake. What the coalition of Liberals had in common was that 
they were in favor of more personal freedom, checks on the powers 
of the crown and the church, and above all free trade. However, their 
electoral success depended on working-class agitation. The economists 
Toke Aidt and Raphael Franck have shown that “the reform-friendly 
Whigs would not have obtained a majority of seats in the House of 
Commons in the 1831 election had it not been for the violence of the 
Swing riots.”7 The social unrest brought about by the rioters’ fear that 
threshing machines would take their jobs set in motion a process of 
democratization. The perceived threat of social upheaval, as political 
scientists have noted, prompted the ruling classes to extend the fran-
chise.8 Voters and patrons who didn’t support Whigs and Radicals in 
earlier elections, the authors show, voted for the candidates promoting 
Parliamentary reform, but only after experiencing the violence caused 
by machinery uprisings, giving the reformers a majority in Parliament.

The Great Reform Act of 1832 can hardly be described as a working-
class victory: people who didn’t own any property remained politically 
disenfranchised. But workers did help set the wheels of democratization 
in motion. From then on, electoral competition between the Liberals 
and the Tories created pressures for the continued extension of the fran-
chise, meaning that labor gradually came to represent a growing per-
centage of the electorate. This was spurred on by the struggles to expand 
trade unions, which prompted the rise of the Labor Party and eventu-
ally its displacement of the Liberals as the main opposition to the To-
ries. However, in the mid-nineteenth century, long before the rise of 
the Labor Party, the Tories had already shifted their position from rep-
resenting wealthy landowners to gathering support from the new 
middle class. As the historian Gertrude Himmelfarb has argued, Ben-
jamin Disraeli’s decision to pursue the Reform Act of 1867, which ex-
tended the franchise to about 40  percent of the male population, 
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reflected the belief that the Tories were a national party, capable of ap-
pealing to a wider share of the populace.9

As more and more people won the franchise, workers in the indus-
trial West used their newfound political power to vote for welfare state 
policies and social legislation. In Growing Public, Peter Lindert shows 
that between 1880 and 1930, heavily voting democracies taxed more and 
spent more on social transfers—such as aid to the poor, elderly, sick, 
and unemployed.10 One reason why welfare spending was so restricted 
before the twentieth century, Lindert convincingly demonstrates, is that 
workers lacked political voice. In the classic years of the Industrial Revo-
lution, when Engels’s pause persisted, the British government even 
rolled back welfare spending. Before the Great Reform Act, Britain was 
the one place where poor relief had become much more generous. In 
the light of workers’ lack of political clout, this might seem puzzling. 
Why did landowners tax themselves 2 percent of gross domestic prod-
uct (GDP) to help the poor? At the time, no government had ever 
done so.

Following in the footsteps of George Boyer, Lindert argues that rural 
landlords, who depended on seasonal hires, had an interest in keeping 
farmers in the area to secure access to cheap labor. Poor relief provided 
a way of keeping workers from emigrating to Britain’s emerging indus-
trial centers. But things changed as the new merchant class gained po
litical clout. The Great Reform Act extended the franchise to merchant 
manufacturers in urban centers. Industrialists saw little benefit in sup-
porting a system that kept workers in stagnant rural areas. The rise and 
fall of the Poor Laws, in other words, were shaped by the self-interest of 
the groups that controlled the levers of political power.

While some people have always worried about the wealthy using their 
economic power to bend democracy to their own ends, there has also 
been concern over voting majorities using their democratic power to 
tax away the fortunes of the rich. In Democracy in America, published in 
1835, Alexis de Tocqueville noted that universal suffrage, which “gives 
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the government of society to the poor,” will lead to the poor redistribut-
ing the wealth of the rich because in virtually every nation, the vast 
majority of citizens do not have any property.11 “Tocqueville’s observa-
tion has received modern expression, with an optimistic twist, in lead-
ing theories of income redistribution offered by political scientists,” in 
the words of Jacob Hacker and Paul Pierson.12 Median voter theories, 
so popular among political scientists and economists alike, build on the 
premise that in a majority-rule voting system, the decisive swing 
voter—or the median voter—ultimately drives politics and the supply 
of redistributive policies. Because the median voter almost invariably 
earns less the than the national average, he or she will seek more income 
redistribution through government. This theory then leads to the 
simple prediction that more redistribution will follow from greater 
inequality.13

We all know that political development has taken very different turns 
in different places. While a link between political voice and welfare 
spending exists, voting rights for more people does not necessarily 
mean more redistribution. The relationship between the expansion of 
the franchise and social spending is a complex one. Even in liberal de-
mocracies, citizens do not have the right to vote separately on every 
single issue. They must rely on their elected representatives, who trade 
influence on many different issues. The United States was born out of a 
revolution against the concentration of power of the British monarchy 
and founded on the principle of equality and self-rule by the commoner. 
In this spirit, America from the very beginning had a much larger fran-
chise than European nations. Universal white male suffrage came in the 
1820s, but that did not lead to much redistributive taxing and spending, 
as Tocqueville feared would be the case. Before the Great Depression, 
U.S. government poor relief, for example, never exceeded 0.6 percent of 
the national income. And there were very few private funds directed to 
supporting the poor. In 1896, even the founder of the New York Charity 
Organization Society, Josephine Shaw Lowell, made clear that she 
didn’t believe in poor relief: “Their distress is due to inherent faults, 
either physical, mental, or moral . . . ​[R]elief is an evil—always. Even 
when necessary, I believe it is still an evil. One reason that it is an evil is 
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because energy, independence, industry, and self-reliance are under-
mined by it.”14

Why didn’t the working poor demand more redistribution? One rea-
son is that the early democratization of America came with its own set 
of problems. In the succeeding decades, the party system that emerged had 
to gather support from a new group of poor and uneducated voters. The 
promise of a job or other personal favors turned out to be the most effec-
tive way of mobilizing them. Clientelism soon became widespread at virtu-
ally every level of government. The lucrative short-term benefits offered 
to  the working poor meant that their long-term interests suffered. 
Because ordinary citizens got individual favors in return for political par-
ticipation, it proved much harder to recruit them into the kind of working-
class or socialist parties that popped up in Europe, where people demanded 
more redistribution, universal health care, and so on.15 Both the Republi-
can and Democratic Parties gained support from working-class Americans 
by offering short-term benefits rather than long-term policy involvement. 
As the historian Richard Oestreicher has argued, the rise of clientelism is 
one reason why socialism never arrived in America.16

The reform agenda of the Progressive Era, which ended the problem 
of clientelism, is not the focus here. Rather, nineteenth-century clien-
telism illustrates a broader point about the role of the middle class in 
stable democracy: poor and uneducated voters cannot achieve much 
politically on their own. Redistributive taxing and spending depend on 
whether the middle-income voters feel an affinity with people with 
lower incomes. Long-term divisions between middle- and lower-
income voters can thus undermine the pursuit of common political 
goals. When inequality is rampant, as it was in the nineteenth century, 
there is little loyalty between the middle class and the working poor. In 
other words, its easiest to assemble a political coalition to compensate 
the losers to technological progress—or other sources of dislocation—
when there is a broad middle class, and thus when there’s the least need 
for it. As Lindert writes, “The more a middle-income voter looks at the 
likely recipients of public aid and says ‘that could be me’ (or my 
daughter, or my whole family), the greater that voter’s willingness to 
vote for taxes to fund such aid.”17 A broader middle class with a different 
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set of expectations was required to open the door for a new kind of 
middle-class politics.

The Great Depression ended a period of extraordinary wage growth 
for ordinary people. In the period 1900–28, the yearly income of full-
time manufacturing workers grew by more than 50 percent. Workers in 
transportation and construction also experienced similar pay rises. 
They were reaping the gains from growth, just like the white-collar 
workforce above them. The Depression, as we all know, spawned the 
New Deal and the rise of the welfare state. But both depended on loyalty 
between the white-collar middle class and the working class. In the de
cades that followed, such loyalty only grew stronger, as the working 
class joined the ranks of the middle class. As Robert Putnam’s colorful 
descriptions of life in Port Clinton in the 1950s illustrate, “The children 
of manual workers and of professionals came from similar homes and 
mixed unselfconsciously in schools and neighborhoods, in scout troops 
and church groups. . . . ​Everyone knew everyone else’s first name.”18 
Port Clinton was not an exception in this regard. At that time, manual 
workmen and their families could live on the same street as a white-
collar family. Such middle-class living provided the foundation for 
middle-class politics. Robert Gordon explains:

This rough economic equality was a political fact of the first impor-
tance. It meant that, in a break with the drift of things in pre-war 
America, postwar America had no working class and no working-
class politics. It instead had a middle-class politics for an expanding 
middle class bigger in aspiration and self-identification than it was in 
fact—more people wanted to be seen as middle-class than had yet 
arrived at that state of felicity. Socialism in America, the German po
litical economist Werner Sombart wrote in 1906, foundered upon 
“roast beef and apple pie,” a metaphor for American plenty. The ex-
panding middle class of the postwar era—property owning, bour-
geois in outlook, centrist in politics—hardly proved him wrong. The 
clear overlap between blue-collar and white-collar ambitions and 
success from the 1940s until the 1970s symbolized the egalitarian ex-
perience of a diverse and stable middle class.19



T h e  P o l i t i c s  o f  P o l a r i z a t i o n   273

Thus, when Americans came out of two tumultuous world wars and the 
Great Depression, they found themselves in a position where their poli-
tics were no longer sharply polarized. Workers had seen their incomes 
rise steadily as mechanization made their skills more valuable, and they 
had won greater privileges for themselves. The growing pie was divided 
equally between labor and capital. The postwar years were a time of 
rapid wage growth, steady profit growth, job security and stability, and 
fewer instances of labor unrest. The living standards of ordinary citizens 
kept rising, to the point where many workers or their children were able 
to afford a middle-class lifestyle. To paraphrase Fukuyama, Marx’s com-
munist utopia failed to materialize in the industrial world because his 
proletariat turned into a growing middle class. The ascent of the middle 
class put America on a virtuous cycle, with economic and political con-
vergence going hand in hand. More and more workers shifted into 
middle-income jobs, where they became more middle class in politi
cal outlook.

Writing in 1961, Robert Dahl famously began his landmark work on 
modern political science with the question, “In a political system where 
nearly every adult may vote but where knowledge, wealth, social posi-
tion, access to officials, and other resources are unequally distributed, 
who actually governs?”20 His work examined the experience of New 
Haven, Connecticut, in the late 1950s, and the answer was that political 
power was highly dispersed. New Haven, and indeed America, was run 
by the middle-class median voter. And just as important, as Americans 
had grown closer together economically, they had also grown closer 
politically. In the period 1900–75, the percentage of moderate Demo
crats and Republicans increased in the House of Representatives and 
the Senate, while the number of extremists fell in both parties: “In the 
middle of the twentieth century, the Democrats and the Republicans 
did dance almost cheek to cheek in a courtship of the political middle.”21

When the political scientist Larry Bartels recently revisited Dahl’s ques-
tion, he found that its “significance . . . ​has been magnified, and the 
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pertinence of his answer has been cast in doubt, by dramatic economic 
and political changes in the United States over the past half-century.”22 
As economic inequality has skyrocketed in recent decades, why has not 
a massive upsurge in redistributive taxing and spending followed, as 
median voter theories predict? If there is a link between political voice 
and redistribution, should we not expect more of the latter? Yet since 
1980, American social expenditure on unemployment, housing, family 
allowances and cash benefits, and labor market programs has been 
stagnant as a percentage of gross domestic product.23

One possible reason could be that low-income workers might want 
to keep taxes low in the expectation that they will earn more later in life. 
However, this explanation will not do it: as we have seen, Americans are 
now much more pessimistic about their own prospects and those of 
their children than they were a generation ago. Thus, quite naturally, 
political scientists have begun to wonder if the pluralistic democ-
racy that Dahl observed has not been undone by a small and increas-
ingly wealthy elite whose members deploy their economic power to 
their own political advantage. A key concern is that growing economic 
inequality has made the political system less responsive to the needs of 
ordinary citizens, which in turn has solidified economic inequality. As 
the middle class has shrunk, the number of moderate members of 
Congress has fallen sharply, and politics has become polarized: “Con-
servative and liberal have become almost perfect synonyms for Re-
publican and Democrat.”24 The relationship between economic and 
political polarization has aptly been characterized as a “dance” with 
much back and forth. Economic inequality feeds political polarization 
and vice versa, making it harder to redress inequality that may arise from 
nonpolitical changes in technology, trade, compensation practices, 
and so on.25

Another related concern is that the growing concentration of wealth 
is undermining the legitimacy of democracy. Expensive political cam-
paigns, for example, have increased the reliance of elected officials on 
people with economic power. Yet the diminishing political voice of aver-
age working Americans has been driven by a much broader set of inter-
ests than those of a few wealthy individuals. More worrying is the fact 
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that corporate spending on lobbying has greatly increased while mem-
bership of labor unions has fallen, “eroding the primary mechanism for 
organized representation of working people in the governmental pro
cess.”26 As an illustrative example, consider the erosion of the minimum 
wage. We know from a wealth of survey evidence that there is long-
standing and broad support to increase it, among both Democrats and 
Republicans. During the 2006 and 2008 election campaigns, the Coop-
erative Congressional Election Study asked almost 70,000 Americans 
whether they favored or opposed raising the minimum wage. Among 
Democrats, 95 percent were in favor, almost regardless of their earnings. 
Among low-income Republicans, about 75 percent favored raising the 
minimum wage, while only 45  percent of those earning more than 
$150,000 per year were in favor. This is just one of many such surveys, 
and “the breadth and consistency of public support for raising the 
minimum wage make it all the more surprising that the real value of the 
minimum wage has declined so substantially since the 1960s.”27 How-
ever, as the journalist Marilyn Geewax has noted, despite favorable 
opinion polls, few voters ever contact their elected representatives 
about the issue, while “restaurateurs and small-business owners were 
organized, energized and informed by top-notch lobbyists who never 
stopped telling Congress that higher wages would cut profits and limit 
the ability to create jobs.”28 In addition, the decline of organized labor 
has hardly made the case of labor easier. Analyzing the correlates of 
year-to-year fluctuations in the real minimum wage in the period 1949–
2013, Bartels shows that the real value of the minimum wage has been 
40–55 cents higher under Democratic presidents than Republican ones. 
Yet the fates of the minimum wage supporters, he finds, have been even 
more dependent on organized labor.29

The point is not that raising the minimum wage would be the best 
way of addressing workers’ concerns. Higher minimum wages also spur 
efforts to automate, suggesting that its benefits for labor might be short-
lived.30 However, Bartels’s analysis illustrates a broader point, which is 
that the failure to raise the minimum wage, despite widespread support, 
suggests that workers are losing political influence. Unionization, as we 
all know, was at a high point in the mid-1950s, when factory and office 
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machines made the skills of non-college-educated workers more valu-
able and thereby increased their earning power. This also made the 
unions stronger, though there were cases (for example, with lamplight-
ers and longshoremen) when technology made workers’ skills–and thus 
the unions representing them—obsolete. Yet their members were a 
mere fraction of the working population. The single largest industry in 
the mid-twentieth century was automotive, and the United Auto Work-
ers (UAW) union achieved significant benefits for its members, including 
higher wages, generous pensions, and health insurance, while conceding 
to management decisions regarding mechanization and other key capi-
tal investments. In 1950, UAW’s president, Walter Reuther, negotiated 
what Fortune magazine would call “the Treaty of Detroit” with General 
Motors and made similar deals with Ford and Chrysler, protecting car 
companies from strikes while gaining higher pay and more holidays for 
its members in return, among other things. These deals also influenced 
collective bargaining in many other mass-production industries of 
the Second Industrial Revolution. But as the sociologist Andrew 
Cherlin writes:

Whereas the 1950s workers, backed by their powerful unions, trusted 
management enough to pledge uninterrupted labor on the assembly 
line in return for good wages and the promise of retirement pensions 
down the road, today’s workers and employers do not trust each 
other to pledge much of anything. . . . ​The power of unions has faded: 
the overwhelming majority of less-educated young adults do not 
work in a place where a union has successfully organized. Absent an 
agreement between labor and management, young adults have nei-
ther the right to decent wages and benefits nor the obligation to be 
loyal workers. . . . ​It is as though the 1950s Treaty of Detroit, so lauded 
by Walter Reuther and other leaders of organized labor at the time, 
has been replaced by pervasive distrust.31

In the mid-twentieth century, trade unions were an institution that 
gave workers a coherent political voice and created social ties among 
the unskilled. For example, Putnam has persuasively argued that work-
ers’ social capital has declined as union membership has dropped.32 
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What’s more, the type of workers represented by unions has changed as 
well. When union density was at its peak in the 1950s and 1960s, union 
members were relatively unskilled. Now union members are just as 
skilled as nonmembers.33

A similar shift away from representing the unskilled can also be ob-
served in party politics. In the 1950s and 1960s, the non-college-educated 
members of the middle class constituted the base support for left-wing 
political parties. Indeed, drawing upon postelectoral surveys, Thomas 
Piketty has shown that in those decades, left-wing parties in France, 
Britain, and America favored greater redistribution and were elected by 
voters with limited education. But afterward traditionally labor-
supporting social-democratic parties have become associated with voters 
who have more education. In the 2000s and 2010s, Piketty argues, this 
shift gave rise to a multiple-elite party system, in which highly educated 
elites now vote for the new left, whereas the wealthy vote for the right.34

Thus, the unskilled have become increasingly detached from the 
main political parties. Labor unions, which gave workers additional bar-
gaining power and political voice while facilitating social ties among the 
unskilled, are in decline. At the same time, the impact of cognitive seg-
regation is that symbolic analysts are less likely to have firsthand knowl-
edge of the lives of the working class because they do not see each other 
in the communities in which they live. Increasing economic segregation 
has meant that the unskilled have become more and more detached 
from those who have prospered, which explains why political prefer-
ences have also become polarized along geographic lines.35

Globalization, Automation, and Populism

Elected officials have become unresponsive to the concerns of millions 
of unskilled citizens, leaving their political interests unserved or ig-
nored. A year before General Motors closed its plant in Janesville, Wis-
consin, in 2008, President Barack Obama gave a spirited speech at the 
factory, suggesting that “this plant will be here for another hundred 
years.”36 After its closure, the chairman of Obama’s White House Coun-
cil on Automotive Communities and Workers paid one visit to 
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Janesville but failed to offer any significant help or relief. When Obama 
told a cheering crowd that “the auto industry is back on top” at a cam-
paign rally in Madison in 2012, the citizens of Janesville who happened 
to see him on the news must have wondered what he was talking about. 
To paraphrase Amy Goldstein, those words would have been hard to 
repeat in Janesville.37

Populism and identity politics have been fueled by diminishing eco-
nomic opportunity for the unskilled and the lack of a political response 
to their concerns. During the 2016 presidential election, Donald Trump 
infuriated just about every conceivable group except perhaps one: the 
white working class. It has been argued that the election outcome was 
a result of anxiety about the future status of white Americans as the 
dominant group rather than about the consequence of economic hard-
ships. As the political scientist Diana C. Mutz puts it, “In many ways, a 
sense of group threat is a much tougher opponent than an economic 
downturn, because it is a psychological mindset rather than an actual 
event or misfortune.”38 However, this explanation ignores the fact that 
white Americans are seeing themselves, and their identity, threatened 
because of fading opportunity in the labor market. The working class 
was always more than an economic category—it was a cultural phe-
nomenon, too. In the manufacturing era, industrial male workers had 
to find ways of taking pride in monotonous toil on a factory’s assembly 
line. Their solution, the sociologist Michèle Lamont has convincingly 
argued, was to construct an identity as “the disciplined self.”39 It took 
discipline to get up early each morning, go to a factory, and perform the 
same routine job hour after hour, day after day. And it took discipline to 
be a family breadwinner, bringing home a paycheck every week of the 
year. When Lamont interviewed blue-collar men in the 1990s, she also 
found that they sharply contrasted their own type of discipline with that 
of other groups of Americans. The college-educated elites or symbolic 
analysts were perceived as untrustworthy. Blue-collar Americans be-
lieved that those people lacked integrity and would do anything to move 
up in the ranks. Blue-collar whites also distanced themselves from the 
black population, whose members they believed lacked discipline and 
too often lived on welfare.
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The “whiteness” associated with the working class has historical 
roots. In the words of Cherlin:

Many unions did not recruit black members, and even among unions 
that did, the local chapters were often segregated. When the American 
Federation of Labor (AFL) became the most powerful union organ
ization in the 1890s, its leader, Samuel Gompers, urged its member 
unions to admit blacks so that employers could not use low-paid black 
workers to weaken the position of white workers. But the Federation 
did little to back up its rhetoric, and a number of important unions, 
such as the National Association of Machinists, were allowed to join 
the Federation even though they refused to admit black members. It 
was a fateful choice. In this way, “working-class” became a term that 
had the connotation of whiteness, which it retained throughout the 
nineteenth century and much of the twentieth century.40

In Rust Belt cities and townships, where joblessness is now widespread, 
the “disciplined self ” identity has become harder to maintain, making 
dormant grievances come alive. We know from a wide range of studies 
that relative income matters in shaping people’s aspirations and subjec-
tive well-being.41 White blue-collar workers felt that they had moved up 
in the world, but now they feel that they have been left behind. As 
shown by the General Social Survey, there are considerable racial dif-
ferences in how people perceive the recent past as well as in their opti-
mism or pessimism about the future. Since 1994, the survey has asked 
Americans questions like, “Compared to your parents when they were 
the age you are now, do you think your own standard of living now is 
much better, somewhat better, about the same, somewhat worse, or 
much worse than theirs was?” Among non-college-educated citizens, 
the percentage of negative responses among blacks has decreased since 
1994, while negative responses among whites has risen dramatically.42 
This shift in attitudes can go a long way toward explaining Trump’s ap-
peal among white working-class voters:

Among less-educated workers, racial tensions remain. White work-
ers, without realizing it, are drawing upon a long history of animosity 
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toward black workers. To be sure, the overt racism of late-nineteenth- 
and early-twentieth-century industrialization—a time when white 
unions largely resisted the incorporation of African Americans—has 
greatly diminished. Civil rights legislation, changing attitudes, and 
increased education are among the factors that have improved the rela-
tive position of African American workers. No one could imagine a 
union leader today issuing the kind of blanket denunciation of the 
“Negro race” that was common in 1900. Nevertheless, there is still a 
connection between whiteness and the working class. . . . ​The white 
men we interviewed saw the deterioration in their labor market pros-
pects compared to the previous generation, and they were right. In 
an environment in which overall opportunities for blue-collar labor 
are constricting, white workers perceive black progress as an unfair 
usurpation of opportunities rather than as a weakening of the privi-
leged racial position they held.43

We all know that Trump’s campaign involved many racial provocations 
as well as attacks on America’s elites. His appalling rhetoric was surely 
appealing to some, and there can be no doubt that he was speaking to 
the working-class identity that Lamont described in her study. Of 
course, much of the Trump campaign centered on issues like immigra-
tion. But would his tactics have been so successful if there had been 
well-paying jobs in abundance for the unskilled and their wages were 
rising? By any account, technology and globalization have played a 
quantitatively larger role in putting downward pressure on unskilled 
people’s wages than immigration has: on the contrary, the evidence 
shows that immigration has boosted employment, innovation, and pro-
ductivity without having any significant adverse impacts on the wages 
of the unskilled.44 And the slogan “Make America Great Again” clearly 
targeted people in the smokestack cities and towns of the Second In-
dustrial Revolution that once flourished but are now in despair. Take, 
for example, social mobility. Virtually every citizen cares deeply about 
his or her chances of realizing the American dream. But people’s pros-
pects of moving up the income ladder greatly depends on where they 
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happen to grow up. Among America’s largest cities, the probability that 
a child born into a family in the bottom quintile of the national income 
distribution will reach the top quintile varies between 4.4  percent in 
Charlotte, North Carolina, and 12.9  percent in San Jose, California.45 
(While 12.9 percent may seem low, intergenerational mobility by quin-
tile cannot exceed 20 percent: if there is a 20 percent chance that a child 
born into the bottom quintile will move into the top quintile, its chances 
are just as good as those of any other child.) The cities of the American 
South, with their long history of racial segregation, still have the lowest 
rates of social mobility in the country. But in manufacturing cities like 
Cleveland, Ohio, and Detroit and Grand Rapids, Michigan, workers’ 
prospects of climbing the economic ladder have become almost as dis-
mal. What drives such inequalities of opportunity? The places where 
the American dream has turned into a nightmare have a few things in 
common: many children grow up in single-parent households, crime is 
widespread in the community, income disparities are large, and the 
middle class has withered. In short, they suffer from many of the social 
ills that we saw characterized in Charles Murray’s Fishtown.

Blue-collar Americans have much to be unhappy about. As noted 
above, they have felt a blow to family finances, some have experienced 
divorce, and others are in deteriorating health. It is true that Trump 
voters were a mixed bag, with an overrepresentation of high-income 
earners, but many economists believe that economic distress across 
working-class white Americans—those who have seen their jobs taken 
by machines or the Chinese—swung the election for him. This explana-
tion is not just appealing because it is intuitive; it is also empirically 
grounded. Globalization made American politics more polarized even 
before the days of Trumpism. Ideological extremists in Congress have 
gained more votes where the labor market prospects for the unskilled 
have deteriorated. Since China’s admission to the World Trade Organ
ization in 2001, Congressional districts exposed to the forces of 
globalization have been more likely to replace moderate incumbents 
with  more ideologically extreme successors in both parties.46 Of 
course, Trump made globalization a key plank of his campaign, and 
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unsurprisingly he also enjoyed the greatest gains—relative to George W. 
Bush’s 2000 results—in areas most exposed to Chinese imports.47 But 
while globalization is the most frequently cited villain, automation has 
also helped shatter the communities of the so-called blue-collar’s aris-
tocracy. Even if production is brought back to the United States, it will 
not replace the vast numbers of jobs for non-college-educated members 
of the middle class that have been lost to the process of deindustrializa-
tion. The computer revolution, which has also been an underlying fa-
cilitator of globalization, has meant diminishing opportunity for the 
unskilled across the board: routine work is now disappearing in parts of 
the developing world as well.48

In America, this process has been going on for decades, yet it was 
hidden by other factors. Though many blue-collar men have seen their 
incomes decline in real terms, family incomes were still rising for some, 
as more and more women joined the workforce. Women helped offset 
the work deficit among men up until 2000, when the growth in female 
labor force participation was reversed. But there was still another 
source of relief: the everyday consequences of technological change 
for the middle class were counterbalanced by subsidized mortgages 
for low-income households, which meant that consumption was 
broadly unaffected even as incomes fell. This was made possible by the 
flow of liquidity from China, leaving even unskilled Americans under 
the illusion that their standards of living were rising until the housing 
bubble burst in 2007.49 In addition, the housing boom masked the 
vanishing of industrial jobs for the unskilled as a growing abundance of 
construction jobs simultaneously pushed in the other direction. The 
Great Recession, in other words, revealed the long-term disappearance 
of routine blue-collar jobs that had been hidden by excessive cheap 
credit and the consequent housing bubble.50

To be sure, the recession itself also directly led to job loss across the 
country. But in areas where factories closed, unemployment has fallen 
since. The problem is that while many jobs have returned, well-paying 
jobs have not. Amy Goldstein’s brilliant account of citizens’ postrecession 
experience in Janesville, where General Motors closed its factory in 
2008, describes the state of the town as follows:



T h e  P o l i t i c s  o f  P o l a r i z a t i o n   283

So, seven and a half years after the Great Recession technically ended, 
how is Janesville faring? Surprisingly well, or not, depending on how 
you measure. By the most recent count, unemployment in Rock 
County has slid remarkably to just under 4 percent, the lowest level 
since the start of the century. As many people are working now as just 
before the Great Recession; distribution centers have arrived, Beloit 
plants such as ones for Frito-Lay and Hormel Foods have been hir-
ing, and some people are working further away. Good news. But not 
everyone who now has a job is earning enough for the comfortable 
life they expected. Real wages in the county have fallen since the as-
sembly plant shut down. . . . ​For the moment, the big job news is that 
Dollar General has decided to put a distribution center on the south 
side of town. The city government is providing an $11.5 million pack-
age of economic incentives—a new Janesville record. The workforce 
that Dollar General says it will need—about 300 at first and perhaps 
550 eventually—will bring the biggest hiring spurt in years. Most of 
the jobs will pay $15 or $16 per hour—far below the $28 wage GM’ers 
were being paid when the plant closed, but decent enough money in 
town these days. In a sign of a lingering hunger for work or better pay, 
when Dollar General held a recent job fair, three thousand people 
showed up.51

Janesville is not an isolated example. Across the Rust Belt, middle-income 
jobs have not come back, and with recent advances in automation tech-
nology, it seems increasingly unlikely that they will. In 2017, the Wash-
ington Post ran a story on Wilmington, Ohio—a predominantly white 
town that in 1995 had been featured in Norman Crampton’s The 100 Best 
Small Towns in America.52 Trump had visited Wilmington twice during 
his campaign, and that had paid off. Wilmington had turned into a place 
where making America great again had become an expectation rather 
than just a slogan. When the German freight company DHL packed up 
and left Wilmington in 2008, 7,000 jobs disappeared from a town with 
a population of 12,500. Michael O’Machearley, who makes custom 
knives in his backyard, now earns half of what he did before he was 
laid off from his DHL shipping job in 2008. But considering the 
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circumstances, he thinks that he has been doing well. As he explains, 
“There were people in this town that went through divorces because of 
it [the DHL closure], that lost their homes because of it. You couldn’t 
sell a house in this town for any kind of money. . . . ​Our downtown used 
to be a precious place. It died.”53 The big hope in town is that Wilming-
ton might become an Amazon shipping and distribution hub. The prob
lem, O’Machearley tells us, is that they “won’t hire the same amount of 
people because they use a lot of robots.”54

O’Machearley did not lose his job to automation. But he was right in 
thinking that robots have meant fewer and fewer available jobs for un-
skilled workers who suffer bad luck. Had he lost his job in the peak 
postwar years, when well-paying jobs for the unskilled were abundant, 
things would not have been as harsh. Before the age of automation, work-
ers accepted the churn in the labor market with the expectation that 
they would eventually come out ahead. Yet it has become less likely that 
they will today. In Ohio, a state that Trump won in a landslide, 350,000 
factory jobs have disappeared since 2000, and the middle class has 
shrunk more than in perhaps any other state. Health care has become 
the largest employer, but jobs in that sector often pay less than the pro-
duction jobs that disappeared. The median yearly income has dropped 
from $57,748  in 2000 to $49,308  in 2015, adjusting for inflation. One 
reason is that Ohio is second only to Michigan in terms of the number 
of robots operating in its factories.

As noted above, since the Great Recession, the number of robots in 
America’s factories has grown by 50  percent. The robot revolution is 
largely a Rust Belt phenomenon, and this is also where Trump made the 
greatest gains for the Republican Party. The Rust Belt, which swung the 
election for him, used to be part of what pundits and political analysts call 
the Blue Wall—that is, safe Democratic states. Not every manufacturing 
town there voted for Trump. But electoral districts specializing in indus-
tries that have invested heavily in automation overwhelmingly did. 
Whether voters had found their jobs taken over by robots or simply 
faced diminishing outside opportunities as a consequence, they were 
more likely to support Trump. My research with Thor Berger and 
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Chinchih Chen shows that Michigan, Pennsylvania, and Wisconsin 
would have swung in favor of Hillary Clinton, leaving the Democratic 
Party with a majority, had the number of robots in America’s factories 
not increased since the 2012 election. We accounted for a variety of al-
ternative explanations, including globalization and immigration. While 
counterfactuals must always be taken with a grain of salt, there is clearly 
a relationship between levels of automation and voting patterns, which 
provides a powerful explanation for why the three states—which went 
Democratic in every presidential election since 1992—ended up being 
won by Trump.55

The role of technological progress in triggering protests is thus as 
salient today as it was in the early nineteenth century. As was the case 
then, protest recently has been driven by fundamental concerns over 
fading opportunity in the labor market. As Toke Aidt, Gabriel Leon, and 
Max Satchell argue in a recent study, “The current situation of ex-miners 
in the north of England and factory workers in the American Midwest 
is not unlike that of rural farm workers made redundant by the adoption 
of threshing machines in the early 1830s.”56 But the authors also show 
that while the Captain Swing riots were driven by concerns that 
threshing machines would take people’s jobs, there was also significant 
contagion when potential rioters in one parish learned about riots in 
neighboring parishes—which suggests that information flows exacer-
bated workers’ concerns.57 Such contagion is much greater today. The 
Swing riots predated the construction of the railroads and the telegraph 
network (meaning that information had to travel by foot, horseback, or 
carriage), so contagion primarily occurred through meetings at markets 
and fairs. In the age of social media, by contrast, the information diffu-
sion process has dramatically speeded up. And as is well known, the 
artificial intelligence used by Facebook and other companies learns 
about its users’ preferences and thus reinforces their political beliefs and 
prejudices. Social media undoubtedly became an important channel 
that allowed the Trump campaign to tap into people’s discontents, as 
the Cambridge Analytica scandal bears witness, but it was not in itself 
the cause of people’s concerns.
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The New Luddites

Globalization has moved to center stage of the political debate. During 
the 2016 U.S. presidential election, Bernie Sanders and Donald Trump 
both made blistering assaults on trade agreements a main theme of their 
campaigns. Trump’s win was in part attributable to the adverse impacts 
of trade on parts of the labor market, and it stands to reason that his 
campaign promises to renegotiate trade deals, which he claimed had 
benefited other countries at the expense of American workers, appealed 
to those who felt that they had lost out to globalization. His assaults on 
trade were surely excessive, but there is no question that many manual 
workers and their families have felt the consequences of low-cost com-
petition intensely—especially since China’s admission to the World 
Trade Organization (WTO). Globalization did not lift all of the boats, 
but neither did automation. As the economist Dani Rodrik writes, “Glo-
balization was hardly the only shock which gutted established social 
contracts. By all accounts, automation and new digital technologies 
played a quantitatively greater role in de-industrialization and in spatial 
and income inequalities.”58

Rodrik also offers a powerful explanation for why globalization has 
become the political target that automation has not. “What gives trade 
particular political salience,” he argues, “is that it often raises fairness 
concerns in ways that the other major contributor to inequality—
technology—does not.”59 Inequality is more problematic when it oc-
curs due to unfair competition. When a better technology makes an old 
one obsolete, nobody has reason to complain: “Banning the light bulb 
because candle makers would lose their jobs strikes almost everyone as 
a silly idea.”60 But when a firm competes by outsourcing production to 
countries where firms compete according to different ground rules—
where labor’s bargaining rights are repressed and child labor is preva-
lent, undercutting the social contract and institutional arrangements of 
Western nations—opposition is more likely. Though globalization and 
automation have hit the same people, they feel less sanguine about 
trade, because firms in countries like China and Vietnam violate trade 
rules and compete on terms that would be illegal under American laws 
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and regulations. Trade, in other words, is not problematic just because it 
redistributes income. Almost every policy intervention or market trans-
action does that in some way. Technological progress has been a source 
of ceaseless churn in the labor market for more than two centuries. But, 
as Rodrik writes, “when we expect the redistributive effects to even out 
in the long run, so that everyone eventually comes out ahead, we are 
more likely to overlook reshufflings of income. That is a key reason why 
we believe that technological progress should run its course, despite its 
short-run destructive effects on some.”61

Still, we must distinguish between different types of technologies. If 
people believe that they will eventually be made better off by techno-
logical progress, they are more likely to accept the churn. But if citizens 
do not see their incomes improve over several decades as their alterna-
tive job options gradually fade, they are more likely to resist the force of 
technology. As we have seen, during the early days of industrialization 
not everyone came out ahead, and quite rationally those who were nega-
tively affected vehemently opposed the introduction of new technologies. 
While Engels’s pause came to an end eventually, and ordinary people 
were much better off in the very long run, many of those who lost their 
jobs to machines never saw the gains from growth. We are now living 
through another period of worker-replacing technical change. As Rodrik 
points out, “The potential benefits of ongoing discoveries and applica-
tions in robotics, biotechnology, digital technologies, and other areas are 
all around us and easy to see. . . . ​Many believe that the world economy 
may be at the cusp of another explosion in new technologies. The trouble 
is that the bulk of these new technologies are labor-saving.”62 

In the end, there is nothing that ensures that citizens will accept the 
verdict of the market, regardless of whether outcomes have been shaped 
by automation, globalization, or some other factor. Many citizens quite 
understandably do not feel sanguine about recent advances in technol-
ogy either. On May 23, 2018, almost all of the Las Vegas Culinary Work-
ers Union’s twenty-five thousand members voted to go on strike. In 
addition to higher pay, they demanded greater job security against ro-
bots. Chad Neanover, a cook at a Las Vegas hotel, said: “I voted yes to 
go on strike to ensure my job isn’t outsourced to a robot. . . . ​We know 
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technology is coming, but workers shouldn’t be pushed out and left 
behind.” The secretary treasurer of the Culinary Workers Union added: 
“We support innovations that improve jobs, but we oppose automation 
when it only destroys jobs. Our industry must innovate without losing 
the human touch.”63

More broadly, a 2017 survey by the Pew Research Center of 4,135 
American adults shows that 85 percent would support policies to restrict 
workforce automation to hazardous jobs, with 47 percent favoring the 
idea “strongly.” Another 58 percent responded that “there should be limits 
on the number of jobs that businesses can replace with machines, even if 
those machines are better and cheaper.” Respondents were more divided 
on the question of who should bear the responsibility for workers who 
lose their jobs, with about half saying it should be the government, “even 
if it means raising taxes substantially.” Respondents identifying as Demo
crats typically favored a stronger role for government, while Republicans 
were more likely to think it is the responsibility of individuals. Yet 
85 percent of Democrats and 86 percent of Republicans thought that au-
tomation should be limited to dangerous or unhealthy jobs. And perhaps 
unsurprisingly, groups in the labor market that have seen jobs ebb were 
more likely to favor policies to restrict automation: among the respon-
dents with only a high school diploma or less, seven in ten said that there 
should be limits on the number of jobs firms can allow machines to per-
form, with four in ten of those with a college degree sharing that view.64

History tells us that political elites may block technological progress 
if they fear it may cause political unrest.65 As discussed above, pre
industrial monarchs, who held most of the political power, were worried 
that they might have to share it with the increasingly wealthy merchant 
class. And they were also alarmed by the threat from below, fearing that 
machines’ taking workers jobs would lead to social and political up-
heaval. But while such concerns persisted well into the nineteenth 
century, growing competition among nation-states changed the calcula-
tions of the ruling classes. As noted in chapter 3, the weakening of the 
guilds and growing international competition meant that the external 
threat of replacement became greater than the internal threat from 
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below. Cascading competition reduced incentives to block progress, in 
large part because “falling behind technologically makes countries vul-
nerable to foreign invasion.”66

The main reason why British governments began to side with the 
innovators, even if progress came at the expense of middle-income 
workers, was concern over Britain’s competitive position in trade. They 
were also aware that a strong war machine depended on having a strong 
economy. The external threat, in other words, was perceived to be 
greater than the internal threat posed by machinery rioters. As the Lud-
dite riots swept across Britain, yet another Parliamentary committee 
heard petitions from cotton workers suffering as a result of mechanization. 
The 1812 report that came out of the hearings attests to the government’s 
determination to keep the technological genie out of the bottle, even 
though it acknowledged the distress inflicted upon the workforce. As 
noted, Lord Liverpool, who became prime minister in 1812, was con-
vinced that any measures to relieve workers’ hardship would only impede 
their redeployment, to the detriment of British competitiveness.67

Governments in the nineteenth century did not see technology as an 
unstoppable force. Rather, they had to use considerable force to make 
sure that the Luddites and other groups were unable to block mecha-
nization. And the working class didn’t view mechanization as inevita-
ble either. One attempt to bring the spread of machines to a halt was 
followed by another. If the Luddites had been successful, the mecha-
nized factory would have failed to replace domestic industry, and it is 
quite likely that the Industrial Revolution would not have begun in 
Britain.

The past few decades have not seen any slackening of competition. Just 
as the Industrial Revolution was partly caused by competition in trade, 
the drive to computerize has in part been driven by high labor costs in 
the West and intensifying global competition. The ascent of Japan, 
Korea, and more recently China has left many American companies 
with the choice of either moving production offshore or automating. 
Donald Bennett, a union leader at General Electric’s Louisville, Ken-
tucky, factory, told the New York Times in 1984: “The automation had to 
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be done, otherwise we would have lost the plant altogether. Some jobs 
have been lost for the moment, but we had to accept some changes to 
keep the factory here. We sure as hell didn’t want those jobs to go some-
where else.”68 Even China has recently made a drive to automate to keep 
low-cost competition at bay. It is now the largest market in the world for 
industrial robots.

The race for world technological leadership has if anything intensi-
fied in recent years. Supercomputers are the elephants of the computer 
kingdom, and some readers may be surprised to learn that the fastest 
supercomputer is no longer on American soil. This matters because the 
country with the fastest supercomputers will also be at the forefront of 
a variety of other domains—which is why the White House Office of 
Science and Technology Policy has singled out supercomputers as 
“essential to economic competitiveness, scientific discovery, and na-
tional security.”69 In 2015, the administration of President Barack Obama 
created the National Strategic Computing Initiative to ensure that the 
American lead in supercomputing is maintained. Despite these efforts, 
the world’s fastest supercomputer is now in China. America is feeling 
the pressure, because as every American government knows, shifts 
in technological supremacy come with shifts in political power.

Yet in liberal democracies with shrinking middle classes, the internal 
threat of political unrest is becoming ever greater. And with populism on 
the march, the concerns of the unskilled have become harder to ignore. 
Even if governments are concerned with international competition, popu-
lists may choose to promote policies to restrict automation, the way they 
are now clamping down on globalization. Automation does not need be 
seen as an inexorable fact of life. Instead, it provides opportunities and 
challenges that governments can seek to control politically. Restraining 
technological innovation, for example, is not the same as restricting some 
of its uses. If there are strong political preferences for job conservation, 
policies that favor jobs at the expense of productivity might still be imple-
mented. One reason that you are likely to pass dozens of bookstores while 
taking a walk in Paris is that France recently passed a so-called anti-Amazon 
law, which says that online sellers cannot offer free shipping on discounted 
books. The law is part of a drive in France to promote “biblio-diversity” 
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by helping independent bookstores compete.70 France decided to forgo 
productivity and consumer benefits in the interest of keeping jobs.

This example is not offered as an endorsement of anti-automation 
policies. As history shows, labor-saving technology and rising produc-
tivity are a prerequisite for rising living standards over the long run. One 
reason why growth was so slow before the Industrial Revolution was 
precisely the resistance to technologies that threatened to render the 
skills of the workforce obsolete. The point is that there is nothing to en-
sure that technology will always be allowed to progress uninterrupted. 
It is perfectly possible for automation to become a political target. The 
twentieth century was an extraordinary period in human history in that 
it saw very little resistance to machines. Though political parties often 
try to represent the interests of particular groups over time, it is also true 
that as the composition of the electorate shifts and new economic and 
societal issues arise, as do new political agendas. Politicians are autono-
mous actors who seek power by mobilizing voters through continu-
ously shifting their agendas to reflect voters’ concerns, and one such 
concern these days is clearly automation. Consequently, in Britain, the 
leader of the Labor Party, Jeremy Corbyn, has pledged to tax robots to 
slow down the pace of automation, which he thinks threatens workers’ 
jobs.71 And in South Korea, President Moon Jae-in has already down-
sized tax breaks on investments into robotics and automation due to 
employment concerns.72

In America, Andrew Yang, who will make automation the key theme 
for his 2020 run for the White House, thinks it is hard to tax robots di-
rectly. Instead, he proposes a special value-added tax on companies that 
use automation.73 Though few candidates have made automation a cen-
tral political theme, we know from recent events that populist ideas can 
spread quickly if they gain some traction. Trump’s promise to slap U.S. 
tariffs on steel and aluminum imports has earned him praise from 
Democrats in the Rust Belt states who seek to appeal to the electorate. 
For example, Senator Sherrod Brown recently told Reuters that “this 
welcome action is long overdue for shuttered steel plants across Ohio 
and steelworkers who live in fear that their jobs will be the next victims 
of Chinese cheating.”74
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Looking forward, as labor markets become more shielded from the 
impacts of trade and the replacing effects of technology become greater, 
the populist target could shift in the coming years. The rise of China as 
a major industrial power has already happened, and the jobs that can be 
sent abroad have already left American and European soil. They are not 
going to come back in larger numbers, as voters will find out eventually. 
Those who think that tariffs on steel will bring American jobs back 
would do well to visit European steel mills. In Austria, fourteen employ-
ees are needed to produce 500,000 tons of steel wire per year. As a visitor 
at an Austrian plant notes, “There’s barely anybody there. At most, there 
are three technicians monitoring the output on flatscreens.”75

Because most Americans now work in nontradable sectors of the 
economy, they are also increasingly shielded from the direct impacts of 
trade. Michael Spence, winner of the Nobel Prize in Economics, and 
Sandie Hlatshwayo have shown that nontradable services might have 
accounted for as much as 98 percent of total U.S. employment growth 
in the period 1990–2008.76 But as we shall see, the rise of artificial intel-
ligence and autonomous driving means that a large percentage of non-
tradable jobs are now susceptible to automation. As Obama noted when 
leaving office, “The next wave of economic dislocations won’t come 
from overseas. It will come from the relentless pace of automation that 
makes a lot of good, middle-class jobs obsolete.”77

Conclusion

The rise of the middle class was in large part a consequence of two in-
dustrial revolutions. From the mid-nineteenth century until the age of 
computers, technological change helped a steadily growing share of 
workers join the ranks of the middle class. In this regard, the computer 
revolution was not the continuation of a century of mechanization but 
the complete reversal of it. Recently, automation has cut out the jobs 
that were created by the spread of office and factory machines over the 
course of the twentieth century. The restructuring of the American 
economy has not worked in favor of the middle class. The experience of 
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the decades succeeding the 1980s in many ways resembles that of the 
early nineteenth century, when the arrival of the mechanized factory 
caused a similar hollowing out of the labor market, put downward pres-
sure on workers’ wages, and caused the labor share of income to fall—to 
the detriment of average people. The recent populist backlash is less 
puzzling when considering the reversal of fortunes experienced by the 
non-college-educated middle class. Blue-collar families (in particular, 
those who felt that they had moved up in the world) now feel that they 
have fallen behind. It is hard to believe that populism would be as ap-
pealing if the wages of the lower middle class were rising and well-
paying employment opportunities were plentiful.

The point is obviously not to suggest that America would have been 
better off by stopping the technological clock at the onset of the com-
puter revolution. We can be thankful that the Industrial Revolution was 
not brought to a halt by the Luddites, and like the Industrial Revolution, 
the age of automation has delivered enormous benefits, especially for 
consumers. But—again like the Industrial Revolution—it has also fun-
damentally restructured the economic and social fabric—to the detri-
ment of large groups in the labor market. Parallels to the early nine-
teenth century can surely be exaggerated. It is hard to believe that 
contemporary Americans would trade their jobs for the “dark satanic 
mills.” And the hardships suffered by those we regard as poor today look 
less harsh when compared to the material conditions of the Luddites. 
In 2011, the Heritage Foundation published a provocative report enti-
tled, “Air Conditioning, Cable TV, and an Xbox: What Is Poverty in the 
United States Today?” The authors rightly noted that the material stan-
dards of poor Americans have greatly improved over the past century. 
Innovative products that once were luxuries had become common in 
all households: “In 2005, the typical household defined as poor by the 
government had a car and air conditioning. For entertainment, the 
household had two color televisions, cable or satellite TV, a DVD player, 
and a VCR. If there were children, especially boys, in the home, the 
family had a game system, such as an Xbox or a PlayStation. In the 
kitchen, the household had a refrigerator, an oven and stove, and a 
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microwave. Other household conveniences included a clothes washer, 
clothes dryer, ceiling fans, a cordless phone, and a coffee maker.”78 How-
ever, even the Luddites had access to a wide range of consumer items 
that had been unavailable to their great grandparents:

The quantitative study of probate records and other sources has 
prompted historians to conclude that the increase in consumer durable 
goods such as clocks, furniture, toys, books, rugs, carriages, jewelry, 
flatware, coffee and tea paraphernalia, paintings and other domestic 
decorations, peaked between 1680 and 1720. Most of these goods re-
mained primarily within the confines of the middle class—indeed they 
may have been the signs that defined the middle class. Yet in the eigh
teenth century they kept trickling down to working-class people, if not, 
perhaps, to the unskilled poor, cottagers and paupers, who constituted 
the bottom 20 percent of the income distribution.79

The fact that low-income households today have access to many 
things that weren’t available to Renaissance monarchs is indeed evidence 
of enormous material progress over the centuries. The capitalist achieve-
ment, as Joseph Schumpeter noted, was not to provide more silk stock-
ings for monarchs but “bringing them within the reach of factory girls 
in return for steadily decreasing amounts of effort.”80 But that does not 
make concerns over the well-being of the shrinking middle class moot. 
Nor does it make moot concerns over the fact that there are many 
necessities that are not getting any cheaper. With inflation growing 
faster than some workers’ wages, health care, education, and housing 
are becoming less affordable to many Americans, regardless of how 
many television sets, microwaves, smartphones, and computers they 
have. Many households that are not poor but were once firmly middle 
class are feeling squeezed. And one reason is precisely the cheapening 
of many consumer products, whose cost has been brought down by 
automation and moving production offshore. Most Americans are both 
consumers and producers. In times of worker-replacing technological 
change, the flip side of the cheapening of goods is that significant parts 
of the workforce may suffer in the labor market. That is what happened 
during the early stages of the Industrial Revolution and again in the age 
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of automation. Even if we assume that the redistributive effects of auto-
mation will even out in the long run, as was the case with the mecha-
nized factory in the late nineteenth century, and technological change 
ends up lifting all boats, the short run can be a lifetime for some.





Part V
The Future

What of the future? . . . ​The history of computing to date shows 
no slackening of innovation in the fundamental computational 
processes or in applications of computation throughout the 
economy. Perhaps, aside from humans, computers and software 
are the ultimate general purpose technology. They are a 
technology that has the potential for penetrating and 
fundamentally changing virtually every corner of economic life. 
At current rates of improvement, computers are approaching the 
complexity and computational capacity of the human brain. 
Perhaps computers will prove to be the ultimate outsourcer.

—w illi a m nor dh aus, “t wo centur i es of  
producti v it y grow th in computing”

The Luddites of the early 19th century surely had their voice heard, 
as did their likeminded emulators over the following decades. 
However, they could hardly expect to make a dent on their fate: 
democracy was still highly limited and living standards still very low 
for the vast majority, so that most people were just consumed by the 
need to provide for their basic needs. Much has changed since, and 
nowadays virtually every individual in advanced western countries 
has come to expect to be entitled, at least in principle, to full 
participation in every realm of society: the political, the economic, 
the cultural. The expectation is not just to vote in periodic elections 
but to have an influence via “participatory democracy”; not just to 
hold a job, but to partake in the benefits of economic growth—this 
is what constitutes “the democratization of expectations.”

—m a nuel tr ajtenberg, “a i a s th e ne xt gpt: a 
politica l-econom y per specti v e”
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The Danish physicist Niels Bohr supposedly once quipped that “God 
gave the easy problems to the physicists.” Since the scientific revolution, 
the steady accumulation of scientific knowledge has given the physical 
sciences much improved means of predicting outcomes. In economics, 
the opposite is true. While the laws of physics apply across time and 
space, in economics and other social sciences, boundary conditions 
are not timeless. Arguably, the predictability of economic outcomes 
peaked before the Industrial Revolution, when growth was slow or 
stagnant.

It is true that technological progress follows an evolutionary process, 
meaning that invariant statements cannot be made over the long run. As 
we have seen in the preceding chapters, the potential scope of automation 
has steadily expanded over time. But we can establish some near-term 
engineering bottlenecks that currently set the boundaries for the type 
of tasks computers can perform. As we saw in chapter 9, routine jobs 
were eliminated in large numbers beginning in the 1980s. But already in 
the 1960s, the Bureau of Labor Statistics made the following observa-
tion: “Mechanization may indeed have created many dull and routine 
jobs; automation, however, is not an extension but a reversal of this 
trend: it promises to cut out just that kind of job and to create others of 
higher skill.”1 They predicted the Great Reversal two decades before it 
happened by observing what computers can do. Because it takes time 
before technologies are adopted and put into widespread use, we can 
infer the exposure of current jobs to future automation by examining 
technologies that are still imperfect prototypes.

There is no economic law that postulates that the next three decades 
must mirror the last three. Much depends on what happens in technol-
ogy and how people adjust. It is possible that we are on the cusp of a 
series of enabling technological breakthroughs that will create an abun-
dance of new jobs for middle-class people. However, the empirical real
ity of the last decades points in the opposite direction, and there are 
good reasons to think that current trends will continue at least for some 
time, unless policies are implemented to counteract them. The employ-
ment prospects for the middle class crucially hinge upon what 
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computers can and cannot do. And the division of labor between man 
and machine is constantly evolving. Recent breakthroughs in artificial 
intelligence (AI) mean that for the first time in history, machines are 
now able to learn. To better understand the next wave of automation, 
let’s begin by looking at exactly what computers can do in the age of AI.
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A perfect storm of advances, including larger databases, Moore’s Law, 
and clever algorithms, has paved the way for much of the recent progress 
in artificial intelligence (AI). Most significantly over the past decade, 
this has led to automation extending beyond routine jobs and into new 
and unexpected areas. In the past rule-based era of computing, automa-
tion was limited to deductive instructions that had to be specified by a 
computer programmer. By discovering ways of automating things that 
we struggle to articulate or explain, like how to drive a car or to translate 
a news story, AI allows us to unravel Polanyi’s paradox, at least in part 
(see chapter 9).1 The fundamental difference is that instead of automat-
ing tasks by programming a set of instructions, we can now program 
computers to “learn” from samples of data or “experience.” When the 
rules of a task are unknown, we can apply statistics and inductive rea-
soning to let the machine learn by itself.

Outside of the technology sector, AI is still in the experimental stage. 
Yet the frontiers of AI research are steadily advancing, which in turn has 
expanded the potential set of tasks that computers can perform. The 
victory of Deep Mind’s AlphaGo over the world’s best professional Go 
player, Lee Sedol, in 2016 is probably the best-known example. With the 
defeat of Sedol, humans lost their competitive edge in the last of the 
classical board games, two decades after being superseded in chess. As 
we all know, in a six-game match played in 1996, the chess master Garry 
Kasparov prevailed against IBM’s Deep Blue by three wins but lost in a 
historic rematch a year later.

12

Artificial Intelligence
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Relative to chess, the complexity of Go is striking. Go is played on a 
board that is nineteen by nineteen squares, whereas chess uses a board 
that is eight by eight squares. As the mathematician Claude Shannon 
demonstrated in 1950, in his seminal paper on how to program a ma-
chine to play chess, a lower-bound estimate of the number of possible 
moves in chess is greater than the number of atoms in the observ-
able universe, and the number of possible moves in Go is more than 
twice that number.2 Indeed, even if every atom in the universe was its 
own universe and had inside it the number of atoms in our universe, 
there would still be fewer atoms than the number of possible legal 
moves in Go. The illimitable complexity of the game means that not 
even the best players are capable of breaking it down into meaningful 
rules. Instead professionals play by recognizing patterns that emerge 
“when clutches of stones surround empty spaces.”3 As discussed above, 
humans still held the comparative advantage in pattern recognition 
when Frank Levy and Richard Murnane published their brilliant book 
The New Division of Labor in 2004.4 At the time, computers were no-
where near capable of challenging the human brain in identifying pat-
terns. But now they are.

Much more important than the fact that AlphaGo won is how it did 
so. While Deep Blue was a product of the rule-based age of computing, 
whose success rested upon the ability of a programmer to write explicit 
if-then-do rules for various board positions, AlphaGo’s evaluation en-
gine was not explicitly programmed. Instead of following prespecified 
rules of the programmer, the machine was able to mimic tacit human 
knowledge, circumventing Polanyi’s paradox. Deep Blue was built on 
top-down programming. AlphaGo, in contrast, was the product of 
bottom-up machine learning. The computer inferred its own rules from 
a series of trials using a large data set. To learn, AlphaGo first watched 
previously played professional Go games, and then it played millions of 
games against itself, steadily improving its performance. Its training data 
set, consisting of thirty million board positions reached by 160,000 pro-
fessional players, was far greater than the experience any professional 
player could accumulate in a lifetime. The event marks what Erik 
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Brynjolfsson and Andrew McAfee have called the “second half of the 
chessboard.”5 As Scientific American marveled, “An era is over and a new 
one is beginning. The methods underlying AlphaGo, and its recent vic-
tory, have huge implications for the future of machine intelligence.”6

Deep Blue may have beaten Kasparov at chess. But ironically, at any 
other task, Kasparov would have won. The only thing Deep Blue could 
do was evaluate two hundred million board positions per second. It was 
designed for one specific purpose. AlphaGo, on the other hand, relies 
on neural networks, which can be used to perform a seemingly endless 
number of tasks. Using neural networks, DeepMind has already 
achieved superhuman performance at some fifty Atari video games, in-
cluding Video Pinball, Space Invaders, and Ms. Pac-Man.7 Of course, a 
programmer provided the instruction to maximize the game score, but 
an algorithm learned the best game strategies by itself over thousands 
of trials. Unsurprisingly, AlphaGo (or AlphaZero, as the generalized 
version is called), also outperforms preprogrammed computers at 
chess. It took AlphaZero four hours to learn the game well enough to 
beat the best computers.

Much recent progress, like AlphaGo’s triumph, has been aided by 
exponentially growing data sets, collectively known as big data. When 
things are digitized, they can be stored and transferred at virtually no 
cost. The digitization of just about everything generates billions of 
gigabytes on a daily basis through web browsers, sensors, and other 
networked devices. Digital books, music, pictures, maps, texts, sensor 
readings, and so on constitute massive bodies of data, providing the raw 
material of our age. As an ever-growing percentage of the world’s popu-
lation becomes digitally connected, more and more people gain access 
to a significant share of the world’s accumulated knowledge. This also 
means that more and more people are able to add to this knowledge 
base, creating a virtuous cycle. As billions of people interact online, they 
leave digital trails that allow algorithms to tap into their experience. 
According to Cisco, worldwide internet traffic will increase nearly three-
fold over the next five years, reaching 3.3 zettabytes per year by 2021.8 To 
put this number in perspective, researchers at the University of 
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California, Berkeley estimate that the information contained in all books 
worldwide is around 480 terabytes, while a text transcript of all the words 
ever spoken by humans would amount to some five exabytes.9

Data can justly be regarded as the new oil. As big data gets bigger, 
algorithms get better. When we expose them to more examples, they 
improve their performance in translation, speech recognition, image 
classification, and many other tasks. For example, an ever-larger corpus 
of digitalized human-translated text means that we are able to better 
judge the accuracy of algorithmic translators in reproducing observed 
human translations. Every United Nations report, which is always trans-
lated by humans into six languages, gives machine translators more 
examples to learn from.10 And as the supply of data expands, comput-
ers do better.

Google Translate draws on a plethora of algorithms, but it would be 
far less pervasive without the great leap in computer hardware powered 
by Moore’s Law. Many of the building blocks of computing—processing 
speed, microchip density, storage capacity, and so on—have seen de
cades of exponential improvements. For example, the idea of artificial 
neural networks (that is, layers of computational units that mimic 
how neurons connect in the brain) has been around since the 1980s, but 
the networks performed poorly due to constraints imposed by compu-
tational resources. So up until recently, machine translations relied on 
algorithms that analyzed phrases word by word from millions of human 
translations. However, phrase-based machine translations suffered from 
some serious shortcomings. In particular, the narrow focus meant that 
the algorithm often lost the broader context. A solution to this problem 
has been found in so-called deep learning, which uses artificial neural 
networks with more layers. These advances allow machine translators 
to better capture the structure of complex sentences. Neural Machine 
Translation (NMT), as it is called, used to be computationally expen-
sive both in training and in translation inference. But due to the progres-
sion of Moore’s Law and the availability of larger data sets, NMT has 
now become viable.

In machine translation, deep learning is not without its own draw-
backs. One major challenge relates to the translation of rare words. For 



A r t i f i c i a l  I n t e l l i g e n c e   305

example, if you type the Japanese word for “once-in a lifetime encoun-
ter” into an NMT-based system, your output is likely to be “Forrest 
Gump.” While this might seem strange at first, this happened to be the 
subtitle of the Japanese version of the film. And because the word is rare, 
it did not show up in many other contexts. However, machine learning 
researchers have found some creative ways of circumventing this prob
lem, at least in part, by dividing words into subunits. As a team of 
Google researchers demonstrated in a 2016 Nature article, the use of 
“word-units” and neural networks collectively reduced error rates by 
60  percent, compared to the old phrase-based system.11 Though 
Google’s NMT system still lags behind human performance, it is catch-
ing up.

Like steam, electricity, and computers, AI is a general purpose technol-
ogy (GPT), which has a wide range of applications. As the economists 
Iain Cockburn, Rebecca Henderson, and Scott Stern have shown, there 
has been a dramatic shift in AI-related publications, from computer sci-
ence journals to application-oriented outlets. In 2015, the authors esti-
mate, nearly two-thirds of all AI publications were outside the field of 
computer science.12 Their finding is consistent with the general observa-
tion that AI is being applied to a cascading variety of tasks. The same 
technology that has shown promising results in machine translation is 
also performing visual tasks, such as image recognition. Starting from 
the individual pixels in an image, these algorithms work up through 
increasingly complex features, like geometric patterns.

Image recognition has seen exponential progress in recent years. 
Error rates in the labeling of images have fallen from 30 percent in 2010 
to 2 percent in 2017.13 While in many cases the technology is still at an 
experimental stage, it is already showing promising results. In Germany, 
for example, trials of automatic face recognition technology to identify 
people passing through Berlin’s Suedkreuz railway station have proven 
successful, aiding the work of security officials. Interior Minister 
Thomas de Maiziere reported that the right person had been recognized 
70 percent of the time, while the algorithm had flagged the wrong per-
son in less than 1  percent of cases, despite poor image quality.14 The 
same type of AI that identifies faces has also proven adept at diagnosing 
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disease. New research published in Nature Medicine shows that AI is 
already capable of distinguishing between different types of lung can-
cers, using pathology images. And it does so with 97 percent accuracy.15 
Another Nature article, published in 2017, used neural networks and a 
data set of 129,450 clinical images to test AI’s performance against 
twenty-one board-certified dermatologists and found that AI has al-
ready reached human level performance: “The [algorithm] achieves 
performance on par with all tested experts across both tasks, demon-
strating an artificial intelligence capable of classifying skin cancer with a 
level of competence comparable to dermatologists. Outfitted with deep 
neural networks, mobile devices can potentially extend the reach of 
dermatologists outside of the clinic. It is projected that 6.3 billion smart-
phone subscriptions will exist by the year 2021 and can therefore poten-
tially provide low-cost universal access to vital diagnostic care.”16

Machines are not just turning into better translators and diagnosti-
cians. They are becoming better listeners, too. Speech recognition tech-
nology is improving at staggering speed. In 2016, Microsoft announced 
a milestone in reaching human parity in transcribing conversations. And 
in August 2017, a research paper published by Microsoft’s AI team re-
vealed additional improvements, reducing the error rate from 6 percent 
to 5 percent.17 And like image recognition technology promises to re-
place doctors in diagnostic tasks, advances in speech recognition and 
user interfaces promise to replace workers in some interactive tasks. As 
we all know, Apple’s Siri, Google Assistant, and Amazon’s Alexa rely on 
natural user interfaces to recognize spoken words, interpret their mean-
ings, and respond to them accordingly. Using speech recognition tech-
nology and natural language processing, a company called Clinc is now 
developing a new AI voice assistant to be used in drive-through win
dows of fast-food restaurants like McDonald’s and Taco Bell.18 And in 
2018, Google announced that it is building AI technology to replace 
workers in call centers. Virtual agents will answer the phone when a 
customer calls. If a customer request involves something the algorithm 
cannot yet do, he or she will automatically be rerouted to a human 
agent. Another algorithm then analyzes these conversations to identify 
patterns in the data, which in turn helps improve the capabilities of the 
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virtual agent.19 As the technology evolves, its effects on the labor market 
could be significant. Despite decades of companies’ moving jobs off-
shore, roughly 2.2 million Americans still work in 6,800 call centers 
across the country, and several hundred thousand do similar jobs in 
smaller sites.20

One of the greatest leaps forward has taken place in autonomous 
driving. In 2004, the Defense Advanced Research Projects Agency 
(DARPA)—set up by President Dwight Eisenhower in 1958, in re-
sponse to the Soviet Union’s launch of the first artificial earth satellite, 
Sputnik 1—held its first “grand challenge” for driverless cars. The goal 
was to drive 142.0 miles through the Mojave Desert within ten hours 
without any human assistance. The farthest any of the vehicles got was 
7.1 miles, and several cars did not even get off the starting line. The $1 mil-
lion prize went unclaimed. Yet in 2016, the world’s first self-driving taxis 
were picking up passengers in Singapore.

Recent progress in autonomous driving is thanks to big data and 
clever algorithms. It is now possible to store representations of a com-
plete road network in a car, which simplifies the navigation problem. 
The changing of seasons, which brings challenges like snow, was long a 
key bottleneck to algorithmic navigation. But by storing records from 
the last time that snow fell, AI can now handle this problem.21 AI re-
searchers have shown that algorithmic drivers now are able to identify 
major changes in the environment in which they operate, such as road-
work.22 In a major study, my Oxford engineering colleagues Bonolo 
Mathibela, Paul Newman, and Ingmar Posner concluded: “A vehicle can 
therefore prepare for the possibility of encountering humans on the 
road, or areas where [the vehicle] may not be stationary—thus gaining 
a dynamic sense of situational awareness, like a human.”23

While it is still early days, autonomous vehicles are being deployed 
in a number of settings. Some agricultural vehicles, forklifts, and cargo-
handling vehicles are already autonomous; and in recent years hospitals 
have begun to use autonomous robots to transport food, prescriptions, 
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and samples.24 In 2017, Rio Tinto, an Anglo-Australian metals and min-
ing giant, announced that it will expand its fleet of autonomous hauling 
trucks in its Pilbara mine by 50 percent by 2019, making operations fully 
autonomous.25 But so far, the adoption of autonomous vehicles has 
mostly been limited to relatively structured environments like ware
houses, hospitals, factories, and mines. When computer programs can 
better anticipate the range of objects and scenarios a vehicle may en-
counter, automation is relatively straightforward. Using explicit if-
then-do rules, the programs can just tell the vehicle to stop or slow 
down if another object approaches it. But in unstructured environ-
ments, like the streets of major cities, there are so many possible sce-
narios that this approach would require an almost infinite number of 
such rules.

AI combined with cheap and powerful digital sensors has recently 
raised the prospects of having fully autonomous vehicles also in un-
structured environments. By equipping vehicles with a host of sensors, 
car companies have now collected millions of miles of human driving 
data for algorithms to learn from. As Ajay Agrawal, Joshua Gans, and 
Avi Goldfarb write, “By linking the incoming environmental data from 
sensors on the outside of the car to the driving decisions made by the 
human inside the car (steering, braking, accelerating), the AI learned 
to predict how humans would react to each second of incoming data 
about their environment.”26 Still, one obvious limiting factor for all AI 
models is that they struggle to predict outcomes when new situations 
arise that are not included in their training data. And in city traffic, ve-
hicles constantly encounter new situations. One way forward has been 
to reduce the complexity of the environment. In Frisco, Texas, the com
pany Drive.ai deploys autonomous minivans to transport people, but 
they are used only within specific office and retail areas. Instead of try-
ing to mimic a human driver, engineers try to simplify things. All pick-
ups and drop-offs take place at designated stops: “Riders hail the vans 
using an app and go to the nearest stop; a vehicle then appears to pick 
them up.”27

We all know that the path to autonomous driving has been one of 
impressive progress but also one of setbacks. In 2018, one of Uber’s 
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self-driving vehicles tragically killed a woman who was crossing a street 
on her bicycle in Tempe, Arizona, sparking concerns over safety and, 
more fundamentally, over the future of autonomous driving. Yet similar 
and equally tragic setbacks were just as prevalent with earlier transpor-
tation technologies. As noted in chapter 4, the first public railroad dem-
onstration in 1830 ended with a member of Parliament being fatally 
injured because the brakes on the train were slow to respond. The inci-
dent was reported in nearly every British media outlet, but that did not 
hinder the adoption of railroad technology. And in 1931—just before 
tractor adoption accelerated—the New York Times reported that, in 
Somerville, New Jersey, a tractor had crushed a four-year old boy to 
death, and one tractor was reported to have exploded, killing several 
people.28 It is also worth recalling that as engineers are pushing autono-
mous driving forward, accidents involving human drivers are happening 
every minute. A survey prepared for the National Highway Transporta-
tion Safety Administration of car crashes found that human error was 
responsible for 92.6 percent of them.29 And the number of casualties are 
many: just in 2013, 1.25 million people died in car accidents globally and 
32,000 in the United States alone.30 Thus, autonomous cars do not need 
to be perfect to be justifiable. Human drivers are certainly not.

There are still situations that autonomous vehicles struggle to handle, 
especially in crowded cities where pedestrians and cyclists provide ad-
ditional complicating elements. In Singapore, autonomous taxis have a 
safety driver in them who takes over in emergencies, to minimize the 
possibility of accidents. But while self-driving cars are still at an experi-
mental stage, successful trips in city traffic have already been accom-
plished. In Tokyo a self-driving taxi—also with a safety driver—has 
already driven paying passengers, “raising the prospect that the service 
will be ready in time to ferry athletes and tourists between sports venues 
and the city centre during the 2020 Summer Olympics.”31 These events 
are important, because the underlying AI systems require the collection 
of millions of miles of real-world data from vehicles’ sensors. And the 
quantity of data is not all that matters. Driving on the interstate highway 
or through some quiet Midwestern town is hardly the same as driving 
in Manhattan. This is just as true for algorithms as it is for human drivers. 
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Allowing algorithms to practice in city traffic is therefore an important 
step toward the age of driverless transportation.

Progress is likely to be more rapid outside of cities, however, where 
there are fewer complicating elements. In May 2015, Daimler-Benz put 
the first autonomous big rig on the road. Approved by the state of Ne-
vada, the autonomous system will take hauls only on highways, to keep 
things simple for now. And in Colorado in October 2016, an autono-
mous semitrailer successfully drove fifty thousand cans of Budweiser 
beer from Fort Collins to Colorado Springs. The truck drove itself 100 
miles on the interstate, but when it reached the city limits, a human 
driver took over.

These achievements produce mixed responses. There are 1.9 million 
Americans working as heavy and tractor-trailer truck drivers today. 
Worries that autonomous trucks will cause a “tsunami of displacement” 
are widespread, though this is unlikely to happen in the next few years.32 
In light of these concerns, it is also important to remember that the bar-
riers to technology adoption are not just technological. As we have 
seen in the preceding chapters, replacing technologies are likely to be 
resisted if workers face poor alternative options—an issue to which 
we shall return.

All human performers of transportation and delivery tasks are not at 
immediate risk from the rise of autonomous vehicles, of course. As AI 
skeptics like Robert Gordon have pointed out, even if “the car drives up 
in front of my house, how does the package get from the Amazon car to 
my front porch? Who carries it up when I’m away from home?”33 At the 
same time, we have been able to overcome seemingly more complicated 
engineering problems in the past through clever task redesign. As Hans 
Moravec has noted, it is hard for computers to do many tasks that are 
easy for humans, and vice versa. But while this remains true, engineers 
have also been able to take steps toward resolving Moravec’s paradox 
(see chapter 9) by making simple tasks even simpler.
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Indeed, a common misconception is that for a task to be automated, 
a machine must replicate the exact procedures of the worker it is 
intended to replace. Simplification is mostly how automation happens. 
Even state-of-the-art robotics would not be able to replicate the motions 
and procedures carried out by medieval craftsmen. Production became 
automatable only because previously unstructured tasks were subdivided 
and simplified in the factory setting. The factory assembly line turned 
the nonroutine tasks of the artisan shop into repetitive tasks that were 
automatable once robots arrived. In similar fashion, we did not auto-
mate the jobs of laundresses by inventing multipurpose robots capable 
of chopping down trees; carrying water, wood, or coal from the outside 
to the stove; and performing the motions that washing clothes by hand 
entails. And we did not automate the jobs of lamplighters by inventing 
robots capable of climbing lampposts.

A contemporary example of task simplification is prefabrication:34 
“On-site construction tasks typically demand a high degree of adapt-
ability, so as to accommodate work environments that are typically ir-
regularly laid out, and vary according to weather. Prefabrication, in 
which the construction object is partially assembled in a factory before 
being transported to the construction site, provides a way of largely 
removing the requirement for adaptability. It allows many construction 
tasks to be performed by robots under controlled conditions that eliminate 
task variability—a method that is becoming increasingly widespread, 
particularly in Japan.”35 Not just in construction but also in retailing, 
clever task redesign has yielded promising results. For example, Kiva 
Systems, acquired by Amazon, solved the problem of warehouse naviga-
tion simply by placing bar-code stickers on the floor that inform robots 
of their precise location. With clever task redesign, engineers are already 
breaking the rules about what robots can do.

In the late 1990s, computers lent steam to retailing operations. But 
productivity growth could not be sustained, as companies soon ran into 
bottlenecks. Goods still needed to be moved from the factory to the 
warehouse, then to the retail store, and finally to the ultimate buyer. 
Freight trucking was an “inherently unproductive activity, as delivery 
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drivers navigate congested and potholed streets, search for parking 
spaces, ring doorbells, and wait for an answer.”36 To work around this, 
Amazon is now experimenting with using drones (which can bypass 
congested streets) for delivery. To return to Gordon’s question of “How 
does the package get from the Amazon car to my front porch?,” it looks 
increasingly likely that many packages will not arrive by car. In London, 
for example, a company called Skyports is already acquiring rooftop 
spaces that it plans to convert into vertiports, where drones can take off 
and land. And in March 2018, Amazon was granted a patent for a deliv-
ery drone that responds to human gestures. The technology should help 
address the issue of how “flying robots might interact with human by-
standers and customers waiting on their doorsteps. Depending on a 
person’s gestures—a welcoming thumbs up, shouting or frantic arm 
waving—the drone can adjust its behavior, according to the patent. The 
machine could release the package it’s carrying, alter its flight path to 
avoid crashing, [and] ask humans a question or abort the delivery, the 
patent says.”37

Aided by AI, engineers have also come up with clever ways of reduc-
ing labor requirements within stores, without offloading the tasks done 
by cashiers onto consumers through complicated self-service checkout 
procedures. One example is Amazon Go, an archetypical example of a 
replacing technology. Today, some 3.5 million Americans work as ca-
shiers across the country. But if you go to an Amazon Go store, you will 
not see a single cashier or even a self-service checkout stand. Customers 
walk in, scan their phones, and walk out with what they need. To achieve 
this, Amazon is leveraging recent advances in computer vision, deep 
learning, and sensors that track customers, the items they reach for, and 
take with them. Amazon then bills the credit card passed through the 
turnstile when the customer leaves the store and sends the receipt to 
the Go app. While the rollout of the first Seattle, Washington, prototype 
store was delayed because of issues with tracking multiple users and 
objects, Amazon now runs three Go stores in Seattle and another in 
Chicago, Illinois, and plans to launch another three thousand by 2021. 
Globally, companies like Tencent, Alibaba, and JD​.com are also invest-
ing in AI to achieve the same goal.
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Chinese companies like JD​.com have also started to invest more 
heavily in unmanned warehouses. Inside JD​.com’s Shanghai warehouse, 
machines are guided by image scanners. They handle all the goods, most 
of which are consumer electronic products: “Packages travel along a 
highway of belts. Mechanical arms stationed throughout the network 
place the items on the right tracks, wrap them in plastic or cardboard 
and set them onto motorized pucks [that] carry the parcels across a 
floor that resembles a giant checkerboard and plunk them down chutes 
to sacks. Computerized shelves on wheels retrieve the loads and trans-
port them to trucks, which deliver most orders within 24 hours of a 
shopper’s click.”38 While JD​.com employs some one hundred sixty 
thousand workers throughout Asia today, it has made its intent clear to 
trim that number to fewer than eight thousand over the next decade. 
And those jobs, it expects, will require a very different set of skills.39

The main reason why warehouses still employ large swaths of the 
population is that order picking remains a largely manual process. 
Humans still hold the comparative advantage in complex perception 
and manipulation tasks. But here, too, AI has made many recent break-
throughs possible. At the OpenAI lab in San Francisco, California, set 
up by Elon Musk, a robotic five-fingered hand called Dactyl bears witness 
to impressive progress in recent years: “If you give Dactyl an alphabet 
block and ask it to show you particular letters—let’s say the red O, the 
orange P and the blue I—it will show them to you and spin, twist and 
flip the toy in nimble ways.”40 Though this is an easy task for any human, 
the achievement lies in the fact that AI allows Dactyl to learn new tasks, 
largely on its own through trial and error.

For robots to become effective manipulators, however, they must 
also learn to identify and distinguish between various items. In this 
domain, the state of the art only a few years ago is probably best exem-
plified by the Gripper—a machine equipped with a two-fingered gripper, 
which is much easier to control than a five-fingered hand. The Gripper 
is able to identify, manipulate, and sort familiar objects like a screw-
driver or a ketchup bottle. But when faced with an object it has not seen 
before, all bets are off.41 This might not be a problem in a warehouse 
with a limited set of items, but in warehouses that store thousands of 
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objects and receive a steady flow of new items, robots are needed that 
can pick up just about anything. Researchers at Autolab, a robotics lab 
inside the University of California, Berkeley, are now building such sys-
tems using AI:

The Berkeley researchers modeled the physics of more than 10,000 
objects, identifying the best way to pick up each one. Then, using an 
algorithm called a neural network, the system analyzed all this data, 
learning to recognize the best way to pick up any item. In the past, 
researchers had to program a robot to perform each task. Now it can 
learn these tasks on its own. When confronted with, say, a plastic 
Yoda toy, the system recognizes it should use the gripper to pick the 
toy up. But when it faces the ketchup bottle, it opts for the suction 
cup. The picker can do this with a bin full of random stuff. It is not 
perfect, but because the system can learn on its own, it is improving 
at a far faster rate than machines of the past.42

Thus, while robots are still far from having human-level capabilities 
when it comes to perception and manipulation tasks, they are becoming 
sufficiently sophisticated to handle gripping tasks in a structured ware
house setting, like picking items and parcels off a pallet and placing them 
into cartons or boxes. Just as robots entered the factories, they are grad-
ually making an appearance outside manufacturing. Warehouse auto-
mation today is probably where factory automation was in the 1980s.

It is true that many of the AI technologies discussed above are still 
imperfect prototypes. But it is important to remember that just about 
every technology was imperfect in its early days. To most observers, for 
example, the first telephones seemed ridiculous. Getting used to hearing 
a disembodied voice through an earpiece was an experience entirely 
different from any previous form of communication. An early article in 
Scientific American argued that it was a silly invention, for which people 
would find little use: “The dignity of talking consists of having a listener, 
and it seems absurd to be addressing a piece of iron.”43 Retrospectively, 
this might seem like a silly thing to think. But early telephony was made 
with a single-wire system that suffered great losses in clarity: “In 1878 
the recently invented telephone was hardly more than a scientific toy. 
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In order to use it a person was required to briskly turn a crank and to 
scream into a crude mouthpiece. One could faintly hear the return mes-
sage only if the satanic screechings and groanings of static permitted.”44 
But just a decade later the technology looked much more promising. In 
1890, a reporter for Time was invited by the American Telephone and 
Telegraph Company (AT&T) to inspect the status of long-distance te-
lephony. General Superintendent  A.  S. Hibbard made a test call to 
showcase the technology: “Boston, 300 miles away was rung up, and 
then ensued a pleasant conversation. The operator at the other end was 
a young woman, who at once struck up a spirited discussion of the latest 
development in Theosophic Buddhism. Her voice was not so much 
raised as in ordinary talking, and its expressiveness was perfect.”45

The Next Wave

More and more jobs lend themselves to automation. But anecdotes 
alone cannot tell us much about the extent to which jobs will be re-
placed in the future, or the types of job that will be affected. So in a 2013 
paper titled “The Future of Employment: How Susceptible Are Jobs to 
Computerisation?,” my Oxford University colleague Michael Osborne 
and I set out to identify the near-term engineering bottlenecks to auto-
mation as a way of estimating the exposure of current jobs to recent 
advances in AI. As noted above, until recently, computers had a com-
parative advantage in tasks involving routine rule-based activities, while 
humans did better at everything else.

Routine jobs began to disappear in large numbers in the 1980s, but 
some economists made accurate predictions about the domains in which 
humans would be replaced much earlier simply by observing what com-
puters do. One Bureau of Labor Statistics case study, conducted in 1960, 
found that “a little over 80 percent of the employees affected by the change 
were in routine jobs involving posting, checking, and maintaining rec
ords; filing; computing; or tabulating, keypunch, and related machine 
operations. The rest were mainly in administrative, supervisory, and ac-
counting work.”46 But if there was a Nobel Prize for predicting the future 
of work, it should have gone to Herbert Simon for his essay titled “The 
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Corporation: Will It Be Managed by Machines?,” first published in 
1960.47 (Of course, Simon did win one in economics for his work on the 
decision-making process within economic organizations.) While Simon 
did not lay out an explicit framework, he got things spectacularly right 
by looking at trends in technology. He was right to think that computers 
would take over many routine factory and office jobs. He correctly pre-
dicted that there would still be many jobs responsible for the design of 
products, processes, and general management. And he saw that a grow-
ing share of the population would be employed in personal service jobs. 
In other words, he basically predicted the hollowing out of middle-class 
jobs decades before it happened.

The question now is: What can and can’t computers do in the age 
of AI?

Identifying engineering bottlenecks to automation is obviously not 
an economics question, so I was fortunate that Michael had been re-
searching this subject for some time. The trouble economists face in 
researching technological change is that we are bound to be behind the 
curve (Simon was not just an economist but also a highly regarded com-
puter scientist). I was hardly up to date on everything going on in the 
labs. But as I was writing economics papers, Michael had been develop-
ing the algorithms that have expanded the set of tasks computers are 
now able to perform.

In the spirit of Simon, we set out to determine in which domains 
humans still retain the comparative advantage. Rather than asking un-
answerable questions about the prospects of superintelligence or trying 
to predict the great inventions of the future, we looked at technologies 
on the horizon. In the words of Thomas Malthus, writing at the onset 
of the Industrial Revolution, “many discoveries have already taken place 
in the world that were totally unforeseen and unexpected. . . . ​But if a 
person had predicted these discoveries without being guided by any 
analogies or indications from past facts, he would deserve the name of 
seer or prophet, but not of philosopher.”48 Many of the technologies 
discussed here are still prototypes, but their arrival in the marketplace 
is not unforeseeable, and while they are still imperfect, every techno-
logical revolution began with imperfect technology. The early steam 



A r t i f i c i a l  I n t e l l i g e n c e   317

engines were used only to drain mines, and they did not even do that 
particularly well. Yet Thomas Savory, Thomas Newcomen, and James 
Watt, all realized that the steam engine was a GPT, and they conceived 
many applications for it. As noted above, AI is another GPT, and it is 
already being used to perform both mental and manual tasks.

Because its potential applications are so vast, Michael and I began by 
looking at tasks that computers still perform poorly and where techno-
logical leaps have been limited in recent years. For a glimpse of the state 
of the art in machine social intelligence, for example, consider the Tur-
ing test, which captures the ability of an AI algorithm to communicate 
in a way that is indistinguishable from an actual human. The Loebner 
Prize is an annual Turing test competition that awards prizes to chat 
bots that are considered to be the most humanlike. These competitions 
are straightforward. A human judge holds computer-based textual in-
teractions with both an algorithm and a human at the same time. Based 
on these conversations, the judge must then try to distinguish between 
the two. In a paper written in 2013, Michael and I noted: “Sophisticated 
algorithms have so far failed to convince judges about their human re-
semblance.”49 Yet a year later the computer program Eugene Goostman 
managed to convince 33 percent of the judges that it was a person. Some 
people subsequently argued that we had underestimated the accelerat-
ing pace of change. However, such claims exaggerate the capabilities of 
Eugene Goostman, which simulated a thirteen-year-old boy speaking 
English as his second language. Even if we assume that algorithms at 
some point will be able to effectively reproduce human social intelli-
gence in basic texts, many jobs center on personal relationships and 
complex interpersonal communication. Computer programmers con-
sult with managers or clients to clarify intent, identify problems, and 
suggest changes. Nurses work with patients, families, or communi-
ties  to design and implement programs to improve overall health. 
Fund-raisers identify potential donors and build relationships with 
them. Family therapists counsel clients on unsatisfactory relation-
ships. Astronomers build research collaborations and present their 
findings on conferences. These tasks are all way beyond the competence 
of computers.
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Many jobs also require creativity, like the ability to come up with 
new, unusual, and clever ideas. Survey data show that the work of physi-
cists, art directors, comedians, CEOs, video game designers, and robot-
ics engineers, to name a few, all involve such activities.50 The challenge 
here, from an automation point of view, is not one of generating novelty 
but generating novelty that makes sense. For a computer to produce an 
original piece of music, write a novel, develop a new theory or product, 
or make a subtle joke, in principle the only things that are required is a 
database with a richness of experience that is comparable to that of 
humans and solid methods that allow us to benchmark the algorithm’s 
subtlety. It is also entirely possible to give an algorithm access to a data-
base of symphonies, label some as bad and others as good, and allow it 
to generate an original recombination. Algorithms already exist that 
generate music in many different styles, reminiscent of specific human 
composers. But people do not just generate ideas on the basis of related 
existing works. They draw upon experiences from all aspects of life.

As discussed above, many challenges remain when algorithms have 
to interact with a variety of irregular objects in uncontrolled environ-
ments. Some perception tasks, like identifying objects and their proper-
ties in a cluttered field of view, have proven hard to overcome. Robots 
remain unable to match the depth and breadth of human perception, 
which translates into further difficulties in manipulation. Distinguishing 
a pot that is dirty and needs to be cleaned from a pot holding a plant is 
straightforward to any human. Yet robots still struggle to mimic human 
capabilities in such tasks, making many jobs—like those of janitors and 
cleaners—exceedingly hard to automate. Though single-purpose robots 
exist, capable of doing individual tasks like cleaning floors, there is no 
multipurpose robot that could find and remove rubbish. In controlled 
environments like factories and warehouses, it is possible to circumvent 
some engineering bottlenecks through clever task redesign. But a home 
is a different matter. In addition to the hard perception tasks, like identify-
ing rubbish, there are “yet further problems in designing manipulators 
that, like human limbs, are soft, have compliant dynamics and provide 
useful tactile feedback.”51 While there has been recent progress in very 
simple tasks like spinning an alphabet block, picking up familiar objects 
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with a gripper, and even teaching robots to recognize the best way of 
picking up any item using AI, the ability of advanced robotics to manipu-
late various objects is still very limited. Most industrial manipulation 
makes use of work-arounds to address these challenges.

With these engineering bottlenecks in mind, Michael and I pro-
ceeded to explore the automatability of jobs based on twenty thousand 
unique task descriptions.52 This sort of detailed information comes with 
one problem: it is a lot of data to process. So instead of examining each 
individual task, we took a sample of seventy occupations that a group 
of AI experts deemed either automatable or nonautomatable on the 
basis of the tasks the occupations entail. This gave us what machine 
learning researchers call a training data set. While the task descriptions 
for each occupation were unique, our database also provided a set of 
common features. Based on these features, our algorithm was able to 
learn about the characteristics of automatable occupations, allowing it 
to predict the exposure to automation of another 632 occupations. Thus, 
our final sample covered 702 occupations, in which 97 percent of the 
American workforce is employed.

Using AI for our analysis did not just have the benefit of saving time 
and labor. Our analysis also underlined the fact that algorithms are now 
infinitely superior to humans in pattern recognition. We were quite con-
vinced that the work of waiters and waitresses would not lend itself to 
automation, but our algorithm told us that we were wrong. Analyzing 
the similarities between the jobs of waiters and other jobs in a more 
comprehensive manner than we possibly could have done, it predicted 
that waiters are susceptible to automation. Indeed, in the months after 
our original analysis, we learned that McDonald’s had plans to install 
self-ordering kiosks. We learned about Chili’s Grill and Bar’s plans to 
complete the rollout of its tablet ordering system. We learned that Ap-
plebee would introduce tablets to eighteen hundred restaurants. And in 
2016, a new and almost fully automated restaurant chain called Eatsa 
opened. Customers order their food at an iPad kiosk. They then wait a 
few minutes in front of a giant vending machine that churns out freshly 
prepared quinoa bowls. At the other side of the machine, kitchen staff 
members cook the food, but Eatsa does not employ any waiters.
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Of course, this does not mean that all waiting jobs will be replaced. In 
many settings, consumers are likely to prefer human waiters as part of 
the service experience. What it does tell us is that their jobs are automat-
able in principle. We shall return to the question of the determinants of 
technology adoption shortly.

Figure 17 plots the exposure of major occupational categories to au-
tomation by their employment share. Office and administrative sup-
port, production, transportation and logistics, food preparation, and 
retail jobs loom large in terms of both their exposure to automation and 
the percentage of Americans they support. Overall, our algorithm pre-
dicted that 47 percent of American jobs are susceptible to automation, 
meaning that they are potentially automatable from a technological 
point of view, given the latest computer-controlled equipment and suf-
ficient relevant data for the algorithm to draw upon. What most of these 
jobs have in common is that they are low-income jobs that do not require 
high levels of education (figure 18).
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A number of studies have emerged since we first published our article, 
reaching somewhat different conclusions. Research by the OECD, for 
example, estimates that 14 percent of jobs are at risk of being replaced, 
with another 32 percent being at risk of significant change.53 The OECD 
mistakenly argues that we overestimated the scope of automation by 
focusing on occupations rather than tasks. What they miss is that we 
inferred the automatability of occupations on the basis of the tasks they 
entail. According to our estimates, medical doctors are not at risk of 
automation even if algorithms are becoming more pervasive in tasks like 
medical diagnostics. And journalists are not exposed to automation just 
because AI algorithms are now capable of churning out shorter news 
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stories. Both journalists and medical doctors are safe from automation, 
according to our estimates, even though they entail some tasks that lend 
themselves to automation. So why, then, do the OECD’s estimates di-
verge so much from ours? One explanation is that they use less-detailed 
occupational data. Another is that their model performs less well against 
our training data set.54

However, for all their differences, these studies concur that unskilled 
jobs are most exposed to automation.55 When President Barack Obama’s 
Council of Economic Advisers used our estimates to sort by wage levels 
the occupations most at risk of being automated, they found that 
83 percent of workers in occupations that paid less than $20 an hour were 
at high risk of being replaced, while the corresponding figure for workers 
in occupations that paid more than $40 per hour was only 4 percent.56 
What this shows is that the labor market prospects of the unskilled will 
likely continue to deteriorate, unless other forces counteract that trend. 
We saw in chapter 9 that the first wave of automation of routine work 
pushed many Americans out of decent middle-class jobs and into low-
paying service jobs. Many of these low-skilled jobs are now threatened 
by automation, too. If anything, the next wave can be expected to put 
more downward pressure on the wages of the middle class, many mem-
bers of which are already competing for low-income jobs. In the words 
of Harvard University’s Jason Furman, who chaired Obama’s Council of 
Economic Advisers, “We are already seeing some of this play out—for 
example, when we go shopping and take our groceries to a kiosk instead 
of a cashier, or when we call a customer service help line and interact 
with an automated customer service representative.”57

Thus, a widespread misconception is that automation is coming for 
the jobs of the skilled. In the best-selling Rise of the Robots, Martin Ford 
declared that “employment for many skilled professionals—including 
lawyers, journalists, scientists, and pharmacists—is already being 
significantly eroded by advancing information technology [so that] ac-
quiring more education and skills will not necessarily offer effective 
protection against job automation in the future.”58 Though many of the 
jobs Ford highlights surely involve some tasks that can be automated 
away, they also involve many more tasks that cannot. For example, when 
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Dana Remus and Frank Levy recently analyzed lawyers’ billing records, 
they found that if AI and several related applications were all adopted 
immediately—which seems highly unlikely—this would substitute for 
roughly 13 percent of their time. Most of their time is spent performing 
tasks like legal writing, investigating facts, negotiating, appearing in 
court, and advising clients. As Remus and Levy explain, lawyers’ work 
requires more than prediction: “It requires a lawyer to understand a 
client’s situation, goals, and interests; to think creatively about how best 
to serve those interests pursuant to law; and sometimes, to push back 
against a client’s proposed course of action and counsel compliance. 
These are things that frequently require human interaction and emotional 
intelligence and cannot, at least for the time being, be automated.”59 
Reassuringly, our algorithm also predicted that lawyers are at low risk 
of automation.

Amara’s Law

Though the scope of automation is significant, its pace is a different 
matter. Like Simon’s forecast, our predictions were based on merely 
observing what computers can do. And like Simon, we did not try to 
predict the pace of change, which depends on many unpredictable 
factors beyond the technology itself.60 But we surely didn’t expect 
47  percent of jobs to be automated anytime soon. We highlighted a 
wide range of factors that are likely to shape the pace of automation. The 
bottom line is that all the prototype technologies discussed here will 
not arrive at the same time. And their adoption will not be frictionless, 
either. Regulation, consumer preferences, and worker opposition, 
among many other variables, will shape the speed of adoption. Thus, 
inflated expectations have typically been followed by disillusionment. 
As Roy Amara famously observed, “We tend to overestimate the effect 
of a technology in the short run and underestimate the effect in the long 
run.” Indeed, Amara’s Law has been a good guide to the trajectories of 
technological progress in the past.

Seen through the lens of history, the scope of automation this time 
around is probably not as staggering as has sometimes been suggested. 
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In 1870, around 46 percent of the American workforce was still employed 
in agriculture, while today the agriculture sector absorbs about 1 percent 
of the labor force (table 1).61 Tractors played a key role in reducing labor 
requirements on the farms (see chapters 6 and 8). But while one might 
have inferred that many farm jobs were at risk of replacement when the 
gasoline-powered tractor arrived, the speed of adoption would have 
been much harder to predict.

The hurdles to tractor adoption were many. First, increasingly com-
plex machinery required more skilled operators. Early on, farmers typi-
cally waited to purchase tractors, wanting to see how long it took for 
laborers on other farms to acquire the mechanical skill required. As an 
article in the New York Times reported in 1918, “A tractor is a too good 
machine to put in the hands of a poor operator. . . . ​Where to get first-
class tractor operators is often more of a puzzle to the buyer than how 
to get the machine.”62 In the same year, the New York State College of 
Agriculture announced a three-week course for tractor and truck opera-
tors, to bridge the skills gap and accelerate adoption. Second, the adop-
tion of tractors—like other GPTs—moved at different speeds across 
applications: “The earliest models were suitable only for tillage and 
harvesting small grains, and only in the late 1920s did the technology 
begin to generalize for use with row crops such as corn, cotton, and 
vegetables.”63 Some use cases emerged only in the later stages of me-
chanical development.

Third, even as tractors became more pervasive, the abundance of 
cheap labor in the countryside meant that the mechanization of farming 
did not make economic sense for a long time. As the Second Industrial 
Revolution produced an ever-growing number of well-paying industrial 
jobs, however, many Americans left the farms for the cities, which in-
creased incentives to mechanize. But even so, tractors were still not eco
nomically viable in many settings. They were mainly used on large farms 
that relied on wage labor. Many low-income farmers were highly risk 
averse and preferred to continue to rely on horses rather than investing 
in expensive tractors—even though this meant that they had to set aside 
acreage to grow feed. If a tractor could not be bought outright, loan pay-
ments were still significant enough to deter adoption. In 1921, the New 
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York Times pointed out that there were still seventeen million horses on 
American farms but only 246,139 tractors and expressed concern that 
adoption was lagging. A push, the article argued, was required to 
increase productivity in agriculture.64 And a push followed a decade 
later. One reason that adoption finally accelerated in the 1930s, despite 
a decade of the Great Depression, were New Deal programs like the 
Commodity Credit Corporation and the Farm Credit Administration, 
which reduced the price risk, lowered interest rates, and made cash 
available to farmers.65

Amara’s Law applied to the computer revolution, too. Despite wide-
spread automation anxiety in the 1950s and 1960s (chapter 7), comput-
ers were too bulky and expensive to find widespread use before the 
1980s (see chapter 9). While many businesses marveled at the capabili-
ties of computers, few opened their wallets. As risk-adverse farmers 
were reluctant to adopt expensive tractors, businesses deemed the 
cost of computers too high to bear. And they were right in thinking so. 
When computerization finally took off, unforeseen glitches emerged. 
In 1987, when Robert Solow puzzled that “we can see the computer age 
everywhere but in the productivity statistics,” an article in the Wall 
Street Journal reported: “Companies are automating in smaller doses 
now, a strategy that allows bugs to be worked out before huge invest-
ments are made.”66 As the director of engineering at AT&T explained, 
“If you make 30 million boxes of Wheaties a year, you can use automa-
tion without many problems, but if you’re in a competitive market 
where the product is changing and its life cycle is short, you better be 
damned careful.”67

The performance of the technology is not all that matters. Realizing 
the productivity gains of computers required complementary orga
nizational, process, and strategic changes. In the early days of automa-
tion, the training and retraining of employees often took longer than 
expected, and many companies did not fully appreciate the obstacles 
involved in getting machines, computers, and sophisticated software to 
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work together effectively. In a number of studies, the economists Erik 
Brynjolfsson, Timothy Bresnahan, and Lorin Hitt consistently found 
that investments in computer technology contributed to firm productiv-
ity mainly when complementary organizational changes were made.68 In 
the 1980s, the computer revolution centered on productivity improve-
ments in individual tasks, such as word processing and manufacturing 
operations control. Yet preexisting business processes remained intact 
for the most part. In 1990, Michael Hammer, a management scholar and 
former professor of computer science, published his famous essay “Re-
engineering Work: Don’t Automate, Obliterate.” In the article, which 
appeared in the Harvard Business Review, Hammer argued that produc-
tivity gains would not come from using automation to make existing pro
cesses more efficient.69 Managers trying to do so had gotten it wrong 
from the outset. Unleashing the full potential of automation, he de-
clared, required analyzing and redesigning workflows and business pro
cesses to improve customer service and cut operational costs. By the 
mid-1990s, the majority of Fortune 500 companies claimed to have re-
engineering plans.70 It was also around then that computers began to 
have an impact on productivity.

Just like the switch from group drive to unit drive in the age of mass 
production, computerization and reorganization were gradual pro
cesses that required rethinking how the firm worked. Thus, the produc-
tivity puzzle of the late 1980s was not a puzzle to everyone. Economic 
historians realized that they had heard this story before. Studying the 
evolution of factory electrification, Oxford University’s Paul David 
noted that it took roughly four decades for electricity to appear in the 
productivity statistics, after the construction of Thomas Edison’s first 
power station in 1882. As discussed in chapter 6, harnessing the mysteri-
ous force of electricity required a complete reorganization of the fac-
tory, and the switch to unit drive as the organizing principle took plenty 
of experimentation—so the productivity gains of electrification did not 
show up until the 1920s.71 David went on to predict a similar trajectory 
for computer-led productivity growth. And he was right on target: the 
similarities between the 1920s and 1990s are tantalizing. Both decades 
saw productivity blossom and an explosion in the application of GPTs 
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(electricity in the 1920s and computers in the 1990s).72 The former, 
economists agree, was the consequence of the latter. About 70 percent 
of the productivity acceleration in the years 1996–99, relative to that in 
the period 1991–95, has been attributed to computer technologies.73 
And the productivity rebound was not narrowly focused on a few sec-
tors but was extremely broad based, with wholesale trade, retail, and 
services showing sizable gains—which pointed to GPTs at work.74

AI has only recently expanded the realm of what computers can do. 
Thus, there are good reasons to believe that the greatest productivity 
gains from automation are still to come. Multipurpose robots, as noted 
above, are already being adopted, but though their contributions to pro-
ductivity growth have been significant, their use is still largely confined 
to heavy industry.75 And AI, more broadly, is still in its infancy. A 2017 
survey of three thousand executives by the McKinsey Global Institute 
found that AI adoption outside of the tech sector is still at an early stage. 
Few firms have deployed it at scale, declaring that they are uncertain of 
the business case or return on investment. And a review of more than 
160 use cases further showed that AI had been deployed commercially 
in only 12 percent of the cases.76

As is well known, productivity growth has slowed since 2005, but that 
can happen when technologies are at an experimental stage.77 Technol-
ogy improves productivity only after long delays, and it primarily incurs 
costs in the early stages of development. And after a new discovery is 
made, it often takes years until prototypes become economically viable 
in production. Thus, the contribution of new technologies to aggregate 
economic variables has always been delayed: “The case of self-driving 
cars discussed earlier provides a more prospective example of how pro-
ductivity might lag technology. Consider what happens to the current 
pools of vehicle production and vehicle operation workers when au-
tonomous vehicles are introduced. Employment on production side 
will initially increase to handle R&D, AI development, and new vehicle 
engineering.”78 The Brookings Institution, for example, calculates that 
investments in autonomous driving amounted to roughly $80 billion in 
the period 2014–17, with only a few first case uses of adoption.79 Over 
those three years, this is estimated to have lowered labor productivity 
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by 0.1  percent per year.80 In this light, it is not all that surprising that 
economists have found current productivity growth to be a bad predic-
tor of future productivity growth.81

It is true that the smartphone and the internet have spread much 
faster than the electric motor or the tractor once did. Yet it makes little 
sense to compare the spread of consumer goods and services to tech-
nologies being used in production. The latter requires the reconfigura-
tion of production processes while the former does not. What’s more, 
firms faced with the decision to automate or not have to weigh not just 
the engineering bottlenecks to be overcome. Beyond the technology, 
they must also consider increased overheads, the availability of suffi-
ciently large markets, the cost of scrapping existing machines, the cost 
of financing new ones, and (as Harry Jerome pointed out) “the possi
ble opposition of [their] workers, and sometimes adverse public 
opinion and even restrictive legislation.”82 While one might think that 
in the age of AI, much less capital expenditure is required for automa-
tion to happen, significant complementary investments are required 
to deploy a machine learning system. As Google’s chief economist Hal 
Varian explains:

The first requirement is to have a data infrastructure that collects and 
organizes the data of interest—a data pipeline. For example, a retailer 
would need a system that can collect data at point of sale, and then 
upload it to a computer that can then organize the data into a data-
base. This data would then be combined with other data, such as 
inventory data, logistics data, and perhaps information about the 
customer. Constructing this data pipeline is often the most labor in-
tensive and expensive part of building a data infrastructure, since dif
ferent businesses often have idiosyncratic legacy systems that are 
difficult to interconnect.83

And while data may be the new oil, the bottlenecks are often not related 
just to data but also to skills and training:

In my experience, the problem is not lack of resources, but is lack of 
skills. A company that has data but no one to analyze it is in a poor 
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position to take advantage of that data. If there is no existing exper-
tise internally, it is hard to make intelligent choices about what skills 
are needed and how to find and hire people with those skills. Hiring 
good people has always been a critical issue for competitive advan-
tage. But since the widespread availability of data is comparatively 
recent, this problem is particularly acute. Automobile companies can 
hire people who know how to build automobiles since that is part of 
their core competency. They may or may not have sufficient internal 
expertise to hire good data scientists, which is why we can expect to 
see heterogeneity in productivity as this new skill percolates through 
the labor markets.84

For these reasons, Amara’s Law will likely to apply to AI, too. Myriad 
necessary ancillary inventions and adjustment are required for automa-
tion to happen. Erik Brynjolfsson, who was among those investigating 
the role of computer technologies in the productivity boom of the late 
1990s, thinks that the trajectory of AI adoption is likely to mirror the 
past in this regard. In a joint paper with Daniel Rock and Chad Syver-
son, two economists, he argues that as happened with computers back 
in the 1990s, the adoption of AI will require not only improvements in 
the technology itself, but significant complementary investment and 
plenty of experimentation to exploit its full potential.85 During this 
phase, history tells us, the economy goes through an adjustment process 
with slow productivity growth.

The Industrial Revolution in Britain was exceedingly similar. As Nicho-
las Crafts has shown, James Watt’s steam engine delivered its main boost 
to productivity some eight decades after it was invented.86 When John 
Smeaton examined Watt’s invention, patented in 1769, he declared that 
“neither the tools nor the workmen existed that could manufacture so 
complex a machine with sufficient precision.”87 Complementary skills 
had to be developed to perfect the technology. But ten years later, the 
combined genius of Matthew Boulton and Watt saw his engine a 
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commercial success. Writing in 1815, Patrick Colquhoun, a Scottish mer-
chant and statistician, declared: “It is impossible to contemplate the 
progress of manufactures in Great Britain within the last thirty years 
without wonder and astonishment. Its rapidity . . . ​exceeds all credibil-
ity. The improvement of the steam engines, but above all the facilities 
afforded to the great branches of the woollen and cotton manufactories 
by ingenious machinery, invigorated by capital and skill, are beyond all 
calculation.”88 Yet water power remained a cheaper source of energy for 
some time, so that the contribution of the steam engine to productivity 
growth remained absent.

Had Malthus been given the modern statistical apparatus in 1800, he 
would not have found much suggestive of the coming productivity 
boom. In the early stages of technological revolutions, current produc-
tivity growth does not tell us much about future productivity growth. 
We have to examine what is going on inside the labs instead. Malthus 
was dismissive of this view, and consequently he had no way of seeing 
what was coming. As he declared in his famous 1798 essay, “The moment 
we leave past experience as the foundation of our conjectures concern-
ing the future, and, still more, if our conjectures absolutely contradict 
past experience, we are thrown upon a wide field of uncertainty, and any 
one supposition is then just as good as another. . . . ​Persons almost en-
tirely unacquainted with the powers of a machine cannot be expected 
to guess at its effects.”89

When Malthus wrote his essay, of course, the world barely knew of 
Schumpeterian growth. We now also know from past experience that 
what is going on in the labs is a better guide to the future of productivity 
at times of accelerating innovation. Great inventions may deliver enor-
mous economic benefits, but often with long time lags. At the same 
time, we must acknowledge that this approach also has shortcomings. 
The mere existence of new technology does not tell us whether it will find 
widespread use. Even if Malthus had looked more to the wave of gadgets 
that made the Industrial Revolution and had realized the pervasiveness 
of the first machine age, how could he had known that they would be 
adopted so eagerly? For most of history, as noted, worker-replacing 
technologies have been fiercely resisted by angry workmen, leading 
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governments to implement policies to restrict their use due to the fear 
of social upheaval (see chapter 3). As Malthus was writing, the British 
government had only recently begun to side with the innovators.

Looking forward, worker resistance and adverse public opinion 
could slow the pace of change, as it has in the past. And some economists 
have begun to point to the risk of opposition. As Harvard University’s 
Rebecca Henderson warned at a recent National Bureau of Economic 
Research conference, “There is a real risk of a public backlash against AI 
that could dramatically reduce its diffusion rate. . . . ​Productivity seems 
likely to sky rocket, while with luck tens of thousands of people will no 
longer perish in car crashes every year. But ‘driving’ is one of the largest 
occupations there is. What will happen when millions of people begin to 
be laid off? . . . ​I’m worried about the transition problem at the societal 
level quite as much as I’m worried about it at the organizational level.”90 
Those societal consequences are already being felt. The return of Engels’s 
pause, as discussed above, has fueled the populist backlash, and attitudes 
toward automation itself are seemingly shifting (see chapter 11). The per-
vasiveness of AI and citizens’ reactions to displacement will jointly deter-
mine future productivity growth. Any attempt to analyze the role of glo-
balization in shaping the labor market going forward would be misleading 
if it overlooked the political economy of trade: the future impact of glo-
balization on labor markets, for example, cannot be analyzed in isolation 
from the Trump administration’s trade war with China. The same likely 
goes for automation. A worry, as automation progresses, is that resistance 
will grow. As we have seen, historically when machines threaten to take 
people’s jobs and governments fear instability as a consequence, imple-
mentation can often be blocked for entirely political reasons.

If Amara’s Law ceases to hold, it will likely be due to the return of 
Luddite sentiment.

Work and Leisure

Will there be enough jobs if automation is allowed to progress uninter-
rupted? In the public mind, there is a widespread dystopian belief that 
the rise of brilliant machines will ruin working people’s lives by causing 
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wages to fall and unemployment to rise. By contrast, an equally com-
mon utopian belief is that technology will herald a new age of leisure, 
where people will prefer to work less and play more. Neither of these 
beliefs is new. And over the long run, both have so far been proven 
wrong, or at least vastly exaggerated. Though there have clearly been 
episodes when workers have suffered hardships as technology has ad-
vanced, fears over end-of-work scenarios have always been overblown, 
as has the idea that we would all give up work and live a life of fulfillment 
and leisure.

In the 1930 “Economic Possibilities for Our Grandchildren,” John 
Maynard Keynes famously declared that mechanization was progress-
ing at a rate greater than at any other time in history. Our discovery of 
ways to replace people with machines, he suggested, was outrunning 
the pace at which new uses for labor could be found—which he held 
would lead to widespread technological unemployment. Keynes’s essay 
was a reflection of the productivity boom of the 1920s, which did indeed 
come with some adjustment problems that sparked a revival of the ma-
chinery question (see chapter 7). But Keynes was still optimistic about 
the long run. Technology, he argued, would solve mankind’s economic 
problems and deprive us of our purpose of subsistence. Instead, our 
main concern would become how to occupy our leisure. In a century, 
Keynes predicted, people would enjoy a fifteen-hour workweek.91

Keynes was right that mechanization was progressing at a more rapid 
pace than had been previously seen, yet things still unfolded quite dif-
ferently. It is true that people in richer countries have shorter workweeks, 
take more vacations, and spend more years in retirement as they live 
longer. But the time citizens have decided to take as leisure, as they have 
grown richer, has not increased by as much as is commonly believed, 
and certainly not by as much as Keynes predicted. That is what the econ-
omists Valerie Ramey and Neville Francis found when they traced the 
trajectories of work and leisure in America over the past century.92 True, 
in 1900, a typical workweek in manufacturing was around fifty-nine 
hours. Yet in 1900, manufacturing still accounted for only about a fifth 
of total employment, and industrial laborers worked much longer hours 
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than those in other sectors of the economy.93 When government and 
farm workers are taken into account, Americans in 1900 worked around 
fifty-three hours per week on average. By 2005, this figure had fallen to 
roughly thirty-eight hours. However, looking merely at changes in hours 
per worker misses the fact that a larger share of the population today 
work than they did a century ago, as a growing percentage of women 
have entered the workforce (see chapter 6). When they accounted for 
the growing share of citizens at work, Ramey and Francis found a much 
less pronounced decline in working hours: average weekly hours worked 
per person fell by 4.7 hours between 1900 and 2005.94

All of this decline, in turn, occurred among the young and the elderly. 
Among those ages 25–54, in contrast, the average workweek actually got 
longer, even though weekly hours among men declined. The upsurge 
was driven entirely by working women. Among the young, the reason 
for the decline in working hours is straightforward: it followed from 
more children going to school and additional years spent in school, as 
farmers realized that their children would need an education to prosper 
in the age of the Second Industrial Revolution. And the fall in weekly 
hours among the elderly is no mystery, either. Before the Social Security 
Act of 1935, which provided a nationwide pension system, most people 
worked until they dropped; private pension plans were available only 
to a fraction of the population. As pension coverage gradually increased 
thereafter, citizens who reached retirement age could suddenly enjoy a 
life of leisure—which, if anything, served to create more jobs. The de-
mands of a new class of leisured but active citizens caused a massive 
boom in the construction of retirement homes, golf courses, and shop-
ping centers, and retirement cities like Sun City, Arizona, were built to 
accommodate the massive exodus from the Northeast to the Sun Belt.

Factoring in weekly hours of paid work, hours of schooling, 
household work, and so on, Ramey and Francis estimate average life-
time leisure over a century. This entails estimating people’s average 
weekly hours of leisure for each year of life from age fourteen to ex-
pected death for different cohorts.95 In doing so, they show that average 
weekly leisure increased from 39.3 to 43.1 hours per week between 1890 
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and 2000. Most of the increase was due to the welcome fact that people 
live longer today. Their findings allow us to shed some light on Keynes’s 
predictions, whereby he suggested that productivity would increase by 
four to eight times over the next century. Despite the unforeseeable 
event of World War II, his productivity forecast was quite accurate: 
labor productivity is now almost nine times higher than it was in 1900, 
yet the time citizens decided to take as leisure had increased by a mere 
10 percent by 2000 (figure 19). And after 1930, when Keynes was writing, 
labor productivity experienced a fivefold increase while leisure grew 
just by 3 percent.96

To be sure, Keynes did not overestimate the potential scope of mecha-
nization. He was broadly right in thinking that “we may be able to per-
form all the operations of agriculture, mining, and manufacture with a 
quarter of the human effort to which we have been accustomed.”97 The 
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economist Robert Heilbroner observed thirty-six years later, in the 
midst of the 1960s automation debates:

One can maintain that the labor-displacing effects have run ahead of 
the job-creating effects within the two historically most important 
areas of work—the farm and the factory. . . . ​In mining, we see the 
same absolute shrinkage as in agriculture, in spite of a huge rise in 
output (as in agriculture). Eight hundred thousand men entered the 
earth or worked at the mine surface in 1900; only 600,000 in 1965. . . . ​
Thus it seems beyond dispute that the labor-displacing effect of in-
vestment can outpace the job-creating effect, and in fact has done so 
in many key sectors of the economy.98

Heilbroner was, of course, well aware that while workers had been re-
placed from agriculture and mining, they had not become detached from 
the labor market altogether. On the contrary, the percentage of the 
population engaged in paid employment had risen as more and more 
women entered the workforce. As home production became increas-
ingly mechanized, women could have decided to take full advantage of 
the new entertainment possibilities provided by phonographs, radios, 
and televisions and enjoyed their newly found leisure time at home. But 
instead they decided to move into the labor market to take on paid 
work. More broadly, an average American worker in 2015 who merely 
wishes to maintain the average income level of 1915 could do so by work-
ing just seventeen weeks per year, aided by modern technology.99 But 
most citizens do not find this trade-off desirable. Instead, their demand 
for new goods and services has risen along with productivity. As labor-
saving technology has given us the means to do more with less, most of 
us have preferred to take on other productive tasks instead of opting for 
more leisure.

The concern going forward, Heilbroner argued, was twofold. This 
time, it was not just jobs in agriculture and industry that were being af-
fected. Automation, he worried, was rendering employment in the ser
vice sector redundant, too. And the demand for services produced by 
labor, he predicted, would eventually be fully met:
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But here is the critical point: Technology today seems to be invading 
the services as well as other kinds of work. One secretary, with a 
machine, can now type and style a writer’s work. . . . ​There is no rea-
son why technology should not penetrate deep into the job skills 
of the white-collar class. Where, then, will the new labor emigrants 
go? . . . ​Suppose that we can employ most of the population as psy-
chiatrists, artists, or whatever. I am afraid there is still an upper limit 
on employment due, very simply, to the prospect of a ceiling on 
the total demand that can be generated for marketable goods 
and services.100

Whether there is a saturation point or not is controversial, but if our 
“basic needs” have all been met, higher incomes should no longer trans-
late into higher subjective well-being. To that end, the economists Bet-
sey Stevenson and Justin Wolfers examined whether there’s a critical 
income level beyond which the well-being–income relationship dimin-
ishes. Analyzing multiple data sets, and using various definitions of 
basic needs and different measures of well-being, they found no evi-
dence of a satiation point so far. When they compared average levels of 
subjective well-being and gross domestic product (GDP) per capita 
across countries, they found that the well-being–income relationship 
observed among poor countries holds equally in the rich world. This 
relationship also holds across income levels within countries. In Amer
ica, for example, there is no evidence of a significant break in the well-
being–income relationship, even at annual incomes of half a million 
dollars.101 Thus, if there’s a satiation point, it is yet to be reached.

In 1966, Herbert Simon wrote a response to Heilbroner’s article, 
arguing that “insofar as they are economic problems at all, the world’s 
problems in this generation and the next are problems of scarcity, not 
of intolerable abundance.”102 It is tempting to conclude that Simon 
was right and nothing much has changed since. The dystopian belief 
that automation must lead to unemployment, and the utopian view 
that it will bring about a life of leisure, have both seemingly been 
wrong so far. Looking forward, one observer aptly summarizes the 
matter as follows:
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That shorter hours are inevitable with automation and the kind of tech-
nological progress we envisage reflects, in many instances, a fear that 
unemployment will spread if work is not shared. Just as commonly, 
however, it reflects a utopianism that the new technology heralds a 
new day of all play and no work. Whether workers prefer shorter 
hours to additional income depends upon their judgment as to the 
relative worth of leisure and income. Progressive gains in productiv-
ity and levels of living make this choice easier to make in favor of 
leisure, but the outcome is hardly predictable. It becomes more and 
more uncertain as hours input and arduousness of work fall below a 
point where the physical strain and other detriments of work im-
pinge on health, family life, and full participation in social life, while 
at the same time the material standards of consumption rise. I do not 
know what workweek industrial and other workers will choose in the 
future. It is interesting to note that with substantially full employ-
ment in recent years, little reduction in average hours worked has 
occurred in non-agricultural employment in the United States. . . . ​At 
present, workers seem inclined generally to place a higher value on 
additional income than on more leisure, but this may not always be 
the case.103

The extract above is from a Bureau of Labor Statistics report that was 
first published in 1956. I could have used those same words today. After 
a century of staggering advances in mechanization and soaring produc-
tivity, it is quite remarkable how little time Americans take in leisure.

One relatively recent trend is noteworthy, however. Historically, the 
working poor were the ones who had to put in longer hours to be able 
to support themselves and their families. As Hans-Joachim Voth has 
shown, average working hours in Britain increased from fifty per week 
in 1760 to sixty hours in 1800.104 This was the time of Engels’s pause, 
when material standards for the working class faltered. It was also 
around the time when Jane Austen’s novels about the elites depicted a 



338  c h a p t e r  12

society at leisure, whose lives centered on refined conversations and 
literature. But in recent years, those who would have flocked into the 
factories in the postwar period have become less likely to work, also 
relative to the new cognitive elite. The economists Mark Aguiar and Erik 
Hurst find that the least educated increasingly “enjoy” more leisure 
hours than symbolic analysts. Data from the American Time Use Sur-
veys also show that college-educated Americans now work about two 
hours more per day than people who did not go to college.105 The most 
convincing explanation for this pattern is simply that it reflects dimin-
ishing opportunity in the labor market for the would-be working class. 
As we saw in chapter 9, as automation has progressed, opportunity for 
the unskilled has regressed. Faced with falling wages and fading job op-
tions, some people may have chosen welfare instead of work, while 
others have struggled to find a job.

In 1983, when computers finally began to enter the workplace in 
large numbers, Wassily Leontief remarked: “Think what would hap-
pen if all unemployed steel and auto workers were retrained to operate 
computers. . . . ​There aren’t enough computers to go around. . . . ​More 
and more workers will be replaced by machines. I do not see that the 
new industries can employ everybody who wants a job.”106 One reason 
why there are still so many jobs is that computers did create new tasks 
for labor (see chapter 9). But those tasks were primarily created for the 
highly skilled. This stands in contrast to the period of the Second Indus-
trial Revolution, when technological change spun off new tasks for 
semiskilled workers, leaving the middle class with more and increas-
ingly well-paying jobs (see chapter 8). The industries of the computer 
age failed to provide the same opportunities for the middle class as the 
smokestack industries that preceded them.

It is hard—not to say impossible—to predict exactly what new jobs 
and tasks AI technologies will bring about in the future. Yet we should 
put some faith in the observations of Frederic Bastiat. In his brilliant 
1850 essay, “That Which Is Seen, and That Which Is Not Seen,” he wrote: 
“In the department of economy, an act, a habit, an institution, a law, 
gives birth not only to an effect, but to a series of effects. Of these effects, 



A r t i f i c i a l  I n t e l l i g e n c e   339

the first only is immediate; it manifests itself simultaneously with its 
cause—it is seen. The others unfold in succession—they are not seen: 
it is well for us, if they are foreseen.”107 With regard to machines, substi-
tution is the observable first-order effect. What isn’t seen are the new 
jobs that will be created. Few jobs that exist in America today existed in 
1750, at the onset of the Industrial Revolution. And many of today’s jobs 
did not exist in official occupational classifications even in the 1970s, 
including those of robot engineers, database administrators, and com-
puter support specialists. Almost half of employment growth between 
1980 and the Great Recession happened in new types of work.108

The unseen will always be unknown, but it seems unlikely that AI 
technologies will reverse the twentieth-century pattern of rising skill 
requirements. With some exceptions, the jobs that are least likely to be 
replaced in the next wave are indeed the jobs of the skilled. And if we 
look to new industries that did not exist in 2000, most of these industries 
are related to digital technologies, and the majority of the workers they 
employ have a college degree (many a degree in science, technology, 
engineering, or mathematics).109 Thus, the next wave of automation is 
likely to have effects similar to those of earlier computer technologies, 
but it is likely to affect more people. Those who would have taken on 
jobs in the factories in the postwar era have already seen their job 
options diminish since the computer revolution. And with retail, con-
struction, transport, and logistics becoming more exposed to automa-
tion, too, the options of those people will likely deteriorate even further. 
Indeed, even if the next three decades mirror the past three, that is not 
all that comforting since automation recently has pushed up joblessness 
among groups in the labor market and put downward pressure on the 
wages of those with no more than a high school degree. In their best-
selling book The Second Machine Age, Erik Brynjolfsson and Andrew 
McAfee make a similar observation: “Technological progress is going 
to leave behind some people, perhaps even a lot of people, as it races 
ahead. . . . ​There’s never been a better time to be a worker with special 
skills or the right education, because these people can use technology 
to create and capture value. However, there’s never been a worse time 
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to be a worker with only ‘ordinary’ skills and abilities to offer, because 
computers, robots, and other digital technologies are acquiring these 
skills and abilities at an extraordinary rate.”110

Today, the largest single occupation in most American states is that 
of the truck driver (figure 20). It is true, as the economist Austan Gools-
bee has pointed out, that if all 3.5 million truck, bus, and taxi drivers lose 
their jobs to autonomous vehicles over a fifteen-year period, that would 
amount to just over nineteen thousand per month: in 2017, 5.1 million 
Americans were separated from their jobs on a monthly basis, while 5.3 
million jobs were generated on average. In this scenario, autonomous 
vehicles would increase the separation rate by less than four-tenths of a 
percent.111 And this would be very unlikely to happen over a fifteen-year 

Truck and delivery drivers
Customer service representatives, 
investigators, and adjusters (except insurance)
Computer systems analysts and 
computer scientists
Nursing aides, orderlies, and 
attendants

Registered nurses
Lawyers
Retail sales clerks
Primary school teachers
Cooks (variously defined)
Secretaries

figure 20: Most Common Occupation by U.S. State in 2016
Source: S. Ruggles et al., 2018, IPUMS USA, version 8.0 (dataset), https://usa​.ipums​.org​/usa​/.
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period. Technology adoption is never frictionless, and it will take much 
longer for taxis to become fully autonomous than long-haul trucks. The 
worrying part is that the alternative options for large groups in the labor 
market are continuously worsening. Even assuming that replaced truck 
drivers are reabsorbed with relative ease in the ceaseless churn in the 
labor market, we have to ask ourselves into which jobs and at what 
wages? And if their options look unattractive, will they choose to work 
at all?

A truck driver in the Midwest is not likely to become a software en-
gineer in Silicon Valley. He might take up work as a janitor. Or he might 
find work in grounds maintenance, keeping parks, houses, and busi-
nesses attractive. (Both of these jobs, our estimates suggest, will not be 
exposed to the next wave of automation.) If he became a janitor he 
would trade a $41,340 job (2016 annual median income) as a truck 
driver for a $24,190 job. If he manages to become a ground maintenance 
worker, he would make $26,830 per year. Or he might get a job as a social 
care worker, earning $46,890 per year. But that would require him to get 
a college degree.

Leontief once joked that if horses had been given the right to vote, 
their disappearance from farms would have been less likely. Though 
the American middle class has hardly suffered the same fate as that 
of  the farm horse, we would not expect Americans to simply accept 
falling wages. People might willingly accept automation if it reduces 
their incomes temporarily. But if their earnings seem unlikely to recover 
for years or even decades, they are more likely to resist it. Indeed, if in-
dividuals are unhappy with the verdict of the market, they can either try 
to block the technology or demand more redistribution through non-
market mechanisms and political activism. We saw in chapter 3 that the 
Luddites and other groups vehemently opposed the spread of machines 
that threatened their livelihoods. In addition to rioting, they petitioned 
Parliament, appealing to the government to restrict the introduction of 
worker-replacing technologies—but their case was hopeless because 
they lacked political influence. Today, working people do not just 
have higher expectations for what governments must provide. They also 
have political rights.
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From time to time, people have thought that technological progress was 
about to come to an end. As the industries that constituted the key 
drivers of the Industrial Revolution—textiles, rail transport, and steam 
engineering—started to slow at the end of the nineteenth century, some 
observers asserted that the capitalist system had broken down.1 In a simi-
lar spirit, during the Great Depression, Marxist critics declared that 
capitalism was incapable of achieving sustained growth, and non-
Marxist writers, like the economist Alvin Hansen, predicted that the 
U.S. economy was in for a period of secular stagnation in part due to 
faltering innovation: “When a revolutionary new industry like the rail-
road or the automobile . . . ​reaches maturity and ceases to grow, as all 
industries finally must, the whole economy must experience a profound 
stagnation. . . . ​And when giant new industries have spent their force, it 
may take a long time before something else of equal magnitude 
emerges.”2 

Robert Gordon has recently put forward an equally bleak outlook on 
the future of growth in The Rise and Fall of American Growth.3 He argues 
that contemporary breakthroughs in artificial intelligence (AI), mobile 
robotics, drones, and other by-products of the computer revolution 
cannot match the great inventions of the early twentieth century. There 
is no way of knowing whether future productivity growth will reach 
rates seen in the golden years, but in light of the technologies on the 
horizon (see chapter 12), it seems to me that productivity will pick up 
again, provided that innovation is allowed to progress uninterrupted. 

13

The Road to Riches
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The trouble is that many of those technologies are of the replacing sort, 
so that they will exert further pressure on the wages of the unskilled (see 
figure 18).

Before the dawn of automation, more than half of working American 
adults were employed in blue-collar and clerical jobs, which supported 
middle-class living for citizens with no more than a high school degree. 
Over the past thirty years, the number of these jobs has steadily declined, 
causing many of those who did not go to college to seek employment 
in low-income service jobs (see chapter 9). AI now threatens also to 
replace humans in many of those jobs, which used to be a safe haven for 
the unskilled—worsening their employment prospects even further. In 
this light, the concern is not that productivity growth will fail to pick 
up. The more serious challenge, it seems to me, exists not in technology 
itself but in the area of political economy. As the brilliant David Landes 
observed, “Even assuming that the ingenuity of scientists and engineers 
will always generate new ideas to relay the old . . . ​there is no assurance 
that those men charged with utilizing these ideas will do so intelligently 
[and] there is no assurance that noneconomic exogenous factors—above 
all, man’s incompetence in dealing with his fellow-man—will not re-
duce the whole magnificent structure to dust.”4

If left unaddressed, the increasing divide between winners and losers 
from automation could have serious social costs that go far beyond 
those borne by the individuals whose jobs are directly affected (see 
chapter 10). Already, the growing economic divide has translated into a 
greater political divide that is challenging the very fabric of liberal de-
mocracy (see chapter  11). In the twentieth century, steadily growing 
incomes were taken as a given, and people still expect their material 
standards to improve. But in the age of automation, it has become 
harder for governments to deliver on that promise, as growth in middle-
class wages has fallen behind that in productivity. The populist backlash, 
in large part, reflects the failure of governments to make the gains from 
growth more widely shared. Indeed, the wages of noncollege workers 
have been in decline for more than thirty years—a long-standing process 
that was unmasked by the Great Recession (see chapter 11). As Francis 
Fukuyama puts it, “The future of democracy in developed countries will 
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depend on their ability to deal with the problem of a disappearing 
middle class.”5

Major social maladjustments lie ahead, and how best to respond to 
them is not a straightforward issue. If the negative impacts of automa-
tion are overemphasized, exaggerated fears over its deleterious effects 
may be aroused. But if their significance is underestimated, it is likely 
that precautions to minimize the individual and social costs will be ne-
glected, and as a result people might quite rationally oppose replacing 
technologies.6 If history is any guide to workers’ reactions to the next 
wave of automation, it is telling that the Industrial Revolution was a 
time when many citizens fell between the cracks of transition and con-
sequently, technological change was vehemently resisted (see chap-
ter 5). On several occasions, the British government clashed with angry 
machine-smashing craftsmen, whom progress was forced upon. Yet re
sistance was not as vehement everywhere. The Old Poor Law helped 
ease the transition to the modern world. The economic historians Avner 
Greif and Murat Iyigun have shown that there was less popular resis
tance to technological change, and less social disorder, in parts of 
England where welfare institutions provided more generous support to 
the poor.7 There were also some contemporaries, even if they were few, 
who realized the importance of compensating the losers to progress to 
avoid social and political upheaval. In his 1797 book on poverty, Sir 
Frederick Eden rightly pointed out that machines “promote the general 
wealth,” but he added that they “throw many industrious individuals out 
of work; and thus create distresses that are sometimes exceedingly 
calamitous.” He declared that poor relief must be used so that the ma-
chines’ “inconvenience to individuals will be softened and mitigated, 
indeed, as far as it is practical.” He contended that failing to adequately 
do so would lead to stagnation, as people would then oppose machines 
the way they had in the preindustrial era.8

The rise and fall of the poor laws, discussed in chapter 11, reflected a 
shift in political power from the landed classes to the new urban elite, 
whose members saw little gain in helping people stay in the countryside. 
Instead, they needed workers for their factories. But the poor laws’ fall 
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was also a consequence of the widespread belief that technology could 
not improve the human lot. Industrialization was advocated for in the 
national interest and unleashed to make sure that Britain did not lose 
ground to its rival nations in trade. And even though Malthusian forces 
in Britain had long disappeared, Malthusian logic was still thriving. 
Thomas Malthus’s contemporaries and the generation of political econ-
omists after him believed that population growth would always undo 
economic growth in per capita terms. One implication of this belief was 
that any attempt to redistribute income to make the benefits of industri-
alization more widely shared was always doomed (see chapter 2). Both 
Malthus and David Ricardo vehemently opposed poor relief, which 
they believed would just encourage the poor to have more children 
rather than helping them.9 We now know better.

In the twentieth century, governments assumed a wider responsibil-
ity for alleviating some of the adjustment costs imposed on the work-
force. The labor movement, including its political branch, de facto 
accepted technology as the engine of growth but insisted on establish-
ing a welfare system to provide credible assurance to all members of 
society that their personal income would not fall below a certain lower 
bound, making personal losses more narrowly constrained. And the 
newly generated wealth from industrialization allowed for more social 
spending, making it easier for society to compensate the less well off. 
As noted, one important reason why the socialist revolution that Karl 
Marx prophesied did not happen is that technology began to work in 
workers’ interests, and consequently laborers quite rightly came to re-
gard it as the engine of their good fortune. The adoption of the steam 
engine and, later, electrification created new and better-paying jobs 
for workers, who eventually acquired the skills required to run the 
machines. But another reason is that governments diffused the threat 
of revolution from below by expanding the franchise, creating a wel-
fare state, and building an educational system that eased adjustment to 
the accelerating pace of change. Thus, quite naturally, the coming AI 
revolution has prompted calls for a capitalist reinvention of similar 
magnitude.



346  c h a p t e r  13

What Can Be Done?

Historically, the worst times for labor have been those characterized by 
both worker-replacing technological change and slow productivity 
growth. If AI technologies turn out to be as brilliant as some of us think, 
we should be more optimistic about the long run. As Daron Acemoglu 
and Pascual Restrepo have pointed out, brilliant technologies are much 
preferable for labor than mediocre ones because as they make us richer, 
they create more demand for other goods and services produced by 
humans.10 Indeed, wages grew faster between 1995 and 2000, when com-
puters prompted a brief productivity boom, than in the preceding and 
succeeding years. But while high productivity growth is always prefer-
able to slow growth, growth in wages may fall behind that in productiv-
ity if technology is of the replacing sort, and some workers might see 
their incomes vanish in the process—even as new jobs are created else-
where in the economy. That is what has happened in recent years, and 
it is also what happened during the classic years of industrialization.11

National unemployment in America today stands at 4 percent. Work 
is seemingly not about to come to an end, despite the rise of the robots. 
Instead, automation has manifested itself in falling wages for large 
swaths of the population, leading some to drop out of the workforce. 
The rising percentage of workers that are now outside the workforce, who 
are not accounted for in the unemployment rate, is particularly troubling. 
In Men without Work, Nicholas Eberstadt estimates that if the current 
trend continues, 24 percent of men ages 25–45 will be out of work by 
2050. Joblessness is especially prevalent among men without a college 
degree, who lack the skills to compete in the ever-higher-tech econ-
omy.12 They are the ones who have seen their earning potential dimin-
ish due to automation, and because they lack the necessary skills, they 
have been excluded from the new and emerging well-paying jobs (see 
chapter 9).

If current trends continue in the coming years, the divide between 
the winners and losers to automation will become even wider. And 
there are good reasons to think that it will. Looking at the automatability 
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of existing jobs, we have seen that most occupations that require a college 
degree remain hard to automate, while many unskilled jobs—like those 
of cashiers, food preparers, call center agents, and truck drivers—seem 
set to vanish, though how soon is highly uncertain. But there are also 
unskilled jobs that remain outside the realms of AI. Many in-person 
service jobs—like those of fitness trainers, hairstylists, concierges, and 
massage therapists—that center on complex social interactions remain 
safe from automation.13

There is no way of knowing exactly what jobs the future will bring. 
At the advent of the Industrial Revolution, nobody could have foretold 
that many Englishmen would become telegraphers, locomotive engi-
neers, and railroad repairmen. Today, futurologists are just as ill 
equipped to predict the jobs that AI will create. Official employment 
statistics are always behind the curve when it comes to capturing new 
occupations, which are not included in the data until they have reached 
a critical mass in terms of the number of people in them. But other 
sources, like LinkedIn data, allow us at least to nowcast some emerging 
jobs. Among them are the jobs of machine learning engineers, big data 
architects, data scientists, digital marketing specialists, and Android de-
velopers.14 But we also find jobs like Zumba instructors and Beachbody 
coaches.15

In a world that is becoming increasingly technologically sophisti-
cated, rising returns on skills are unlikely to disappear and likely to in-
tensify. Like computers, AI seems set to spawn more skilled jobs for 
labor, in the process creating more demand for in-person service jobs 
that remain hard to automate. As noted above, much of recent job cre-
ation has centered on the so-called labor multiplier. Computers have 
created jobs for software engineers and programmers, which in turn 
have raised the demand for in-person service jobs in the places where 
they work and live (see chapter 10). Thus, where skilled jobs are abun-
dant, the unskilled earn better wages, too. In San Jose, California, fitness 
trainers and aerobics instructors made $57,230 on average in 2017. In 
Flint, Michigan, they averaged $35,550 annually. Of course, direct com-
parisons are complicated by a variety of factors. It is true that the cost 
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of living in the Bay Area is higher than it is in Flint. But it is just as true 
that amenities are more plentiful, health outcomes and public services 
are better, and crime rates are lower.

Automation then represents a double whammy. Where machines 
have replaced middle-class workers, the demand for local services has 
also suffered. The growing divide between the skilled and the unskilled 
has been amplified by the staggering divergence between skilled and 
unskilled places. The Bay Area has prospered from the miracles of soft-
ware engineering, while labor in the Rust Belt has suffered from the 
implementation of new technologies that were invented elsewhere. And 
in many places, where middle-class jobs have dried up, vanishing in-
comes have brought a range of social problems like rising crime, falter-
ing marriages, and deteriorating health (see chapter 10). Many of these 
problems, as we all know, are negatively correlated with rates of inter-
generational mobility. They could have long-lasting effects on communi-
ties as they also have adverse consequences for the next generation. In 
this light, the appeal of populism is not hard to understand. It gives voice 
to the anger of those who have been excluded from the engines of 
growth and trapped in places of despair.

The message of this book is that we have been here before. We should 
recall Maxine Berg’s noting of the “unprecedented demands for mobil-
ity, both geographical and occupational,” that accompanied the Indus-
trial Revolution. We should remember that machines “meant, or at least 
threatened, unemployment, an unemployment which at best was tran-
sitional between and within sectors of the economy.” But above all, we 
should bear in mind that “the conceptual changes in political economy 
over the period are also very closely connected to class struggle [which 
was evident] in the very seriousness attached by political economists to 
the 1826 anti-machinery riots in Lancashire and to the 1830 agricul-
tural riots.”16

Engels’s pause eventually came to an end, as enabling technologies 
came to the rescue and workers acquired new skills. But by that time, 
three generations of ordinary Englishmen had seen living standards de-
cline. Governments today can mercifully assume wider responsibility 
for the social costs brought by technological change. Indeed, the 
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growing percentage of men in their prime who are not working and the 
steady decline in the earnings capacity of those with no more than a 
high school degree suggest that we must think carefully about short-run 
dynamics as AI-enabled automation progresses. As productivity growth 
makes the pie larger, everyone could in principle be made better off. The 
challenge lies in the sphere of politics, not in that of technology. Given 
the enormous potential for AI to make us richer on the one hand, and 
the specter of disruptions to labor on the other hand, governments must 
carefully manage the short run, which was a lifetime for many during 
the classic years of industrialization.

As the former secretary of the treasury Lawrence Summers puts it, 
“Little is certain. But we will do better going forward than backward 
[which] means embracing rather than rejecting technological pro
gress. . . . ​This will be a major debate that I suspect will define a large 
part of the politics of the industrial world over the next decade.”17 To 
avoid the technology trap, governments must pursue policies to kick-
start productivity growth while helping workers adjust to the onrushing 
wave of automation. Addressing the social costs of automation will re-
quire major reforms in education, providing relocation vouchers to help 
people move, reducing barriers to switching jobs, getting rid of zoning 
restrictions that spur social and economic divisions, boosting the in-
comes of low-income households through tax credits, providing wage 
insurance for people who lose their jobs to machines, and investing 
more in early childhood education to mitigate the adverse conse-
quences for the next generation. In the next sections, we shall look at 
what can be done in more detail.

Education

If people race alongside the machine, they are less likely to rage against 
it. And historically, education has been the way workers have adjusted 
to accelerating technological change. The seminal 2008 book by the 
economists Claudia Goldin and Lawrence Katz, The Race between Edu-
cation and Technology, shows that the solid performance of the U.S. 
economy and the expansion of education over the first three-quarters 
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of the twentieth century were not coincidental. The former was, at least 
in part, the consequence of the latter. The fact that the twentieth century 
was dominated by America and was the human capital century, the au-
thors write, was not a historical accident: “Economic growth in the more 
modern period requires educated workers, managers, entrepreneurs, and 
citizens. Modern technologies must be invented, innovated, put in place, 
and maintained. They must have capable workers at the helm. Rapid tech-
nological advance, measured in various ways, has characterized the twen-
tieth century. Because the American people were the most educated in 
the world, they were in the best position to invent, be entrepreneurial, and 
produce goods and services using advanced technologies.”18 

We saw in chapter 8 that the race between technology and education 
did a good job of explaining much of what was going on in the American 
labor market up until 1980, when technological change increasingly be-
came of the replacing type. Yet replacing technological change made 
education more rather than less important. As discussed in chapter 9, 
people have adjusted very differently to automation depending on their 
educational background. As middle-income jobs for the semiskilled 
began to dry up, people falling into low-paying service jobs or out of the 
workforce were overwhelmingly citizens without a college degree. 
Those with a college education, in contrast, were more likely to move 
up in the ranks.

Unskilled work is not coming to an end, but as noted, low-skilled jobs 
are more exposed to future automation, while occupations that require 
a college degree remain relatively safe. And though it remains to be seen 
what the jobs of the future will be, and exactly what skills they will require, 
we do know what some of the barriers to acquiring new skills are. Argu-
ably the greatest policy challenge is that in study after study, children 
from disadvantaged backgrounds are shown to have consistently lower 
educational attainment. As is well known, deficits in basic skills like 
math and reading, which surface in the early years of life, mean that 
children typically fail to catch up with their peers in later grades. One 
reason that such deficits arise in the first place is that children from low-
income families often lack the intellectual stimulation from in-home 
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reading and daily conversation that are so common in families where 
one or both parents have completed college. We also know that parents 
in the top fifth of the income distribution spend seven times more on 
enriching extracurricular activities and educational materials for their 
children—like books, computers, and music lessons—than those in the 
bottom fifth.19 In this light, it stands to reason that as automation causes 
the incomes of many parents to vanish, it also diminishes the future 
prospects of their children. The economist Jeffrey Sachs and colleagues 
have indeed argued that AI threatens not just to reduce the jobs, wages, 
and savings of the current generation, but also to impoverish future 
generations as a consequence.20

To level the playing field, governments are advised to invest more 
heavily in early childhood education. Gaps in knowledge and ability 
between children from disadvantaged backgrounds and their relatively 
advantaged peers open early on and tend to persist throughout life. A 
proactive approach through investments in high-quality early child-
hood programs will therefore be more effective and economically pref-
erable than efforts to bridge the gap later on. And preschool education 
for children from poor families pays for itself. Those are the findings 
of  James Heckman, winner of the Nobel Prize in Economics, and 
colleagues—whose research shows dramatic long-term effects of early 
interventions, with a rate of return on investment of 7–10 percent per 
annum through much improved educational outcomes, better health, 
productivity, and reduced crime.21 Other work by Arthur Reynolds and 
colleagues, published in Science, reaches a similar conclusion. In their 
study, they traced the fates of more than fourteen hundred participants 
in the Chicago-based Child-Parent Center Education Program over 
twenty-five years. Their findings show that relative to the control group, 
program participants did strikingly better in terms of educational attain-
ment, income, substance abuse, and crime, with the strongest enduring 
effects for males and children of high school dropouts.22 As things 
stand, the overall societal costs of the opportunity gap, though hard to 
estimate, are striking by all accounts. Economists have put the aggregate 
annual costs of child poverty to the U.S. economy at $500 billion per 
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year, which is equivalent to almost 4 percent of the gross domestic prod-
uct. These costs stem from low productivity growth, higher crime rates, 
and cascading health expenditures.23

It is true that none of these studies account for the fact that the op-
portunity gap almost certainly will have some bearing on the future rate 
of innovation. In a pathbreaking study, the economist Alexander Bell 
and colleagues set out to analyze why some Americans are more likely 
than others to become inventors. Drawing upon data on 1.2 million in-
ventors from patent records, the authors found that children from low-
income families are much less likely to become inventors even if they 
exhibit the same ability as high-income children, as measured by test 
scores.24 This innovation gap grows in later grades—which, the authors 
argue, “is because low-income children steadily fall behind their high-
income peers over time, perhaps because of differences in their schools 
and childhood environments.”25

What’s more, the opportunity gap is not just bad for the economy. It 
is bad for democracy, too. College-educated people ages 20–25 are much 
more likely to engage in activities such as discussing politics, contacting 
public officials, voluntary work, and so on. More than twice as many 
people with no more than a high school education are completely 
detached from all forms of civic life, compared to those who went to 
college. And in terms of democratic participation, those who went to 
college are between two to three times more likely to vote in national 
elections.26 Perhaps more worryingly still, as the political scientists Kay 
Schlozman, Sidney Verba, and Henry Brady demonstrate, political en-
gagement has also become increasingly intergenerational, so that 
children tend to inherit their parents’ degree of political participation. 
In other words, having well-educated or wealthy parents shapes not only 
children’s job prospects but also their level of engagement in the politi
cal sphere.27 This leads to a well-known dilemma. As Robert Dahl noted, 
“If you are deprived of an equal voice in the government, the chances 
are quite high that your interests will not be given the same attention as 
the interests of those who do have a voice. If you have no voice, who will 
speak up for you?”28 Indeed, the political disenfranchisement of the 
unskilled, whose interests are no longer represented by mainstream 
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politics, has made the discontents caused by automation harder to ad-
dress (see chapter 11).

Retraining

How can we help those already in the labor market whose jobs are 
threatened by AI? Training people out of unemployment is a popular 
idea and a common response to rapid technological change. In the 1960s, 
when automation anxiety was at a high, retraining became a national pri-
ority. In his 1962 State of the Union address to Congress, President John 
F. Kennedy urged Congress to enact “the Manpower Training and Devel-
opment Act [MDTA], to stop the waste of able-bodied men and women 
who want to work, but whose only skill has been replaced by a machine, 
or moved with a mill, or shut down with a mine.”29 The MDTA, which 
was signed into law on March 15, 1962, was the first federal manpower 
program, designed to train and retrain thousands of workers left behind 
by automation, though it was soon expanded to train people more 
broadly. In the period 1963–71, almost two million Americans enrolled in 
the program. How did they fare thereafter? The economist Orley Ashen-
felter set out to evaluate the MDTA in 1978 and found that the answer was 
not straightforward. The program initially focused on the most easily re-
trained and was later geared toward more disadvantaged workers, many 
of whom dropped out. Though Ashenfelter found some evidence that 
workers earned higher incomes after participating in the program, he con-
cluded that it was difficult to see if the benefits warranted the costs.30

Since the MDTA, federal policy makers have enacted an array of em-
ployment and training programs. Many of these are difficult to evaluate, 
because forgone earnings during training are hard to account for; data 
on costs for most training programs are sparse; and for the most part, 
studies trace outcomes only over a few years, meaning that we cannot 
know to what extent any effects on earnings fade out over time.31 In a 
recent review of the literature, the economists Burt Barnow and Jeffrey 
Smith concluded, “Taken together, the recent evidence presents a 
mixed but somewhat disheartening picture.”32 While the policy conclu-
sion is not that we should dismiss the idea of retraining people later in 
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life, it would be unwise to put too much faith in large-scale training ef-
forts without proof of concept. We must pursue a strategy of trial and 
error and learn from practical experience what works where. And there 
are surely some interesting ideas out there that go beyond training pro-
grams. Lifelong Learning Accounts, for example, which already exist in 
Maine and Washington, provide tax incentives for people to invest in 
their own training and target low-income earners. Eligible citizens may 
contribute up to $2,500 annually and can receive a refundable tax credit 
equal to 50 percent of the first $500 contributed and 25 percent of the 
next $2,000 for any given tax year. Workers can then use these funds at 
different stages in their career for training purposes, in response to re-
placement or to advance their careers more generally. Before scaling up 
such efforts, however, they need to be carefully evaluated.

Major reforms to transform education and training might also be 
required more broadly. As Harvard University’s Clayton Christensen 
has forcefully argued, there is no particular reason why people with dif
ferent learning requirements should have to conform to rigid academic 
programs that run for a specified period of time. The factory-based edu-
cation model, which emerged in the aftermath of the Industrial Revolu-
tion, gradually expanded across many dimensions with more hours 
spent in school, more subjects covered, and more years of schooling. 
And that was a good thing. But if people have to consistently update 
their skills later in life, more flexible approaches to education will be 
needed. The learning process could be broken down so that instead of 
completing a standardized academic program, students could choose 
from a menu of skills and competencies they wish to acquire. Massive 
Open Online Courses (MOOCs), for example, can now be used to pro-
vide modularized education for people wanting to update their skills. 
And people can complete courses at their own pace.

Wage Insurance

It must also be acknowledged that retraining is not going to be the answer 
for everyone. People who experience dislocation late in life and see their 
skills rendered redundant might find it easier to take on a low-skilled 
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job, even if it pays less. As noted above, displaced worker studies con-
sistently show that many end up in jobs that pay less well than the jobs 
they previously held, and this is especially true of older people. Retrain-
ing and unemployment insurance do little to help displaced workers 
whose new jobs mean a significant pay cut. However, wage insurance—
which compensates workers if they are forced to move to a job with a 
lower salary—would help ensure that fewer people are left worse off by 
automation. And it would make unskilled work pay more, relative to 
joblessness, which would likely reduce nonworking rates among the 
unskilled (see chapter 9). In America, wage insurance currently exists 
as a component of Trade Adjustment Assistance, a federal program de-
signed to reduce the negative effects of imports felt by workers in some 
sectors. But the program is restricted to workers over fifty who do not 
earn over $50,000 a year. At the very least, it should be expanded to 
cover other sources of dislocation, like automation, which can lead to a 
permanent drop in people’s income. In the words of the economist Rob-
ert LaLonde, “Whereas private markets offer insurance for storms and 
fire, no such insurance is available when a middle-aged worker loses a 
job and suffers a permanent drop in wages. There is a market failure 
here, and government should correct it.”33

Tax Credits

In the popular press, universal basic income (UBI) has become a widely 
discussed way of limiting individual losses resulting from automation 
and deindustrialization. Of course, there are arguments in favor of UBI 
that have nothing to do with technological change, but this is not the 
place to dwell on them. The question here is whether it provides a good 
way of addressing the discontents brought about by the rise of the ro-
bots. In essence, UBI—which is closely tied to Milton Friedman’s old 
idea of a negative income tax—would give people a minimum income 
regardless of whether they worked or not. They could then earn addi-
tional income if they decided to work. The way it was originally conceived, 
UBI would replace other existing welfare programs. If introduced this 
way, the downside is that it would increase inequality, unless people 



356  c h a p t e r  13

were willing to accept a significant increase in tax rates. Because existing 
welfare programs are designed to help those in need, at the lower end 
of the income distribution, UBI (which, as the name suggests, would 
be received by everyone) would effectively redistribute income back to 
those at the higher end. But more fundamentally, the welfare state 
emerged the way it did because most citizens felt uncomfortable trans-
ferring resources to those not in need.34 UBI, in other words, would 
require a significant shift in attitudes and politics, which is highly un-
likely given the sharpening economic and political divide in the past few 
decades. Growing economic segregation has meant that people rarely 
have firsthand knowledge of the realities other people face, which has 
led to diminishing cross-class loyalty (see chapter 11).

A change in attitude might come if people are faced with a serious 
threat of AI-driven mass unemployment. But for the time being, there 
is little to suggest that widespread joblessness is imminent. As discussed 
above, AI is a long way from being able to replace workers in all do-
mains, and the new technologies on the horizon will not all arrive at the 
same time, nor will they be adopted overnight. What’s more, as the his-
torical record makes abundantly clear, fears that work will disappear 
have always turned out to be false alarm. If we think that this time is 
different, we should at least be able to explain why. Yet when we look at 
previous episodes of automation anxiety, like those of the 1830s, 1930s, 
1960s, and 2010s, it is striking how much technology has advanced, but 
how little the debate has progressed. When I was researching this book, 
I struggled to find a single argument for why this time should be differ
ent that had not been made in earlier debates about automation.

Another false claim is that UBI is preferable to the welfare state 
because people do not like work. Back in 1970, for example, Walter 
Reuther, a vocal proponent of UBI, looked forward to the day when 
workers could spend less time on the job and devote themselves to 
music, painting, and scientific research. As we grew richer, he argued, 
we would work less and spend more time doing more self-fulfilling 
things. Yet most people find fulfillment and meaning in their work, 
whereas time-use studies show that the unskilled, who have seen their 
prospects in the labor market deteriorate, spend much of their time in 
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front of the television, despite many studies showing that there is a nega-
tive correlation between television consumption and individual well-
being.35 Contrary to the anthropologist David Graeber’s witty essay on 
“bullshit jobs,” in which he claims that most people spend their working 
lives doing work they perceive to be meaningless, large-scale survey evi-
dence shows the exact opposite.36 And a wide range of studies across 
many countries and periods of time has consistently shown that people 
who work are happier than those who do not.37 As Ian Goldin puts it, 
“Individuals gain not only income, but meaning, status, skills, networks 
and friendships through work. Delinking income and work, while re-
warding people for staying at home, is what lies behind social decay.”38

Thus, rather than subsidizing everyone, whether they work or not 
and regardless of their income, which is what UBI would do, it makes 
more sense to specifically target low-income groups in the labor market 
who have seen their earnings capacity fall. In contrast to UBI, which for 
the reasons outlined above remains controversial, such policies have 
broad support. In a recent op-ed in the Washington Post, for example, 
the economist Glenn Hubbard, who served as chairman of the Council 
of Economic Advisers in the George W. Bush administration, pointed 
out that “the economic-growth-lifts-all-boats camp needs to confront 
the question of what happens when growth alone fails to generate inclu-
sion.”39 Hubbard argued for the introduction of a set of vouchers target-
ing low-income individuals, to be used for their training and their 
children’s education. He also argued for expanding the eligibility for the 
Earned Income Tax Credit (EITC).

The EITC is a negative income tax that is available only to working 
low-income individuals and already has a good track record. Scholars 
have found that those receiving it have seen dramatic increases in take-
home income. They have found that its expansion helped put single 
parents back into the workforce. And the children of people receiving 
the credit have benefited enormously, in terms of both well-being and 
educational attainment, as reflected in higher math and reading scores 
as well as higher college enrollment rates.40 Thus, unsurprisingly, Ameri-
can states with more generous EITC policies also have higher rates 
of  intergenerational mobility.41 As the sociologist Lane Kenworthy 
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summarizes the research, “Government cash transfers of just a few thou-
sand dollars could give a significant lifelong boost to the children who 
need it most.”42

For these reasons, the EITC should be expanded. First, making it 
more generous for low-income households with children would help 
level the playing field in terms of increasing the chance that children 
from disadvantaged backgrounds can move up in the ranks. Second, 
there is a good case for extending it to citizens without qualifying 
children, for whom the subsidy is currently minimal. As noted, the di-
vide between college-educated people and others is likely to continue 
to grow. Thus, governments must make low-paying jobs pay more to 
improve incentives to work and reduce inequality, and the EITC or an 
equivalent provides a credible way of doing so. And if the past is any 
guidance, some of its cost will be offset by rising labor force participa-
tion among the unskilled.

Regulation

A different set of policies is needed to make it easier to move between 
jobs. Regulatory barriers to job switching are bad for productivity, 
wages, and equality. Of course, there are good reasons to insist on 
people like doctors and nurses to be licensed to practice. Yet the U.S. 
government practice of allowing only licensed practitioners to receive 
pay in a growing number of professions is worrying. To become a hair 
shampooer in Tennessee, for example, one must complete seventy days 
of training and pass two exams. Across America, the share of workers 
requiring a license to perform their jobs legally expanded from 
10 percent in 1970 to almost 30 percent in 2008.43 Because obtaining a 
license often requires considerable investments in human capital and 
licensing fees, Americans who lose their jobs to machines are less likely 
to switch into licensed occupations, and workers in those jobs are less 
likely to switch out. Licensing requirements also often vary consider-
ably across states—and even more so across countries—meaning that 
those in licensed jobs frequently have to make additional investments 
in obtaining a license when they move. Hence, unsurprisingly, economists 
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have found that places with more people in licensed occupations also 
have higher rates of joblessness.44

In addition, the use of noncompete clauses—in which the employee 
agrees not to take a similar job at a competing firm for a prespecified 
period of time after leaving their current firm—has increased in many 
American states, providing another hurdle for engineers, scientists, and 
professionals seeking to move to expanding firms. The ability to change 
jobs easily is frequently mentioned as a prime reason for the success of 
Silicon Valley. Indeed, the departure of Gordon Moore and Robert 
Noyce from Fairchild Semiconductor to found Intel in 1968 was a criti-
cal moment in the area’s history. As is well known, worker mobility is 
much higher in the computer industry in California in general, and in 
Silicon Valley in particular, than elsewhere in America.45 One widely 
accepted explanation credits the California Civil Code of 1872, which 
outlawed all covenants in employment contracts—thus ensuring that 
Moore and Noyce could set up Intel after leaving Fairchild.46

The economist Steven Klepper has found that the same sort of dyna-
mism underpinned the success of Detroit’s automobile industry in its 
heyday. In this regard, the rise of Detroit had much in common with the 
rise of Silicon Valley.47 Noncompete clauses were long prohibited in 
Michigan, too. But the Michigan Antitrust Reform Act of 1985, repealed 
Michigan’s—and thus Detroit’s—ban on the enforcement of such 
clauses. My research with Thor Berger shows that the technological dy-
namism of Michigan declined in response, as fewer workers shifted into 
new computer-related jobs relative to those in other similar states that 
did not see any change in legislation.48 In other words, the repeal exacer-
bated the decline of Detroit as an innovation hub. Thus, while it is un-
clear how much the rolling back of excessive occupational licensing 
practices and the abandonment of noncompete clauses would help, it is 
certainly worth finding out.

Relocation

The computer revolution has been a double-edged sword for American 
cities (see chapter 10). Cities with skilled populations were better able 
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to take advantage of skill-intensive computer technologies and have 
subsequently prospered. In contrast, many of America’s problems are 
concentrated geographically, where middle-class jobs have been re-
placed by robots. Looking forward, even if new and improved substi-
tutes for face-to-face interactions are developed, they cannot substitute 
for spontaneous encounters that require physical proximity. Any digital 
communication must always be planned on at least one end, which 
means that the type of random interactions that occur in a workplace 
cannot happen at distance. Rather, the value of proximity will probably 
increase as AI makes production more skill intensive. Thus, the curse of 
geography is likely to intensify.

Historically, migration was the mechanism by which cities adjusted 
to trade and technology shocks. Workers moved to areas where new 
industries, spawned by the Second Industrial Revolution, created an 
abundance of well-paying, semiskilled manufacturing jobs. In the Great 
Migration, millions of Americans left the South for flourishing smoke-
stack cities like Chicago and Buffalo. And agricultural workers left the 
farms for booming cities like Pittsburgh and Detroit. More and more 
people moving to higher-productivity areas served to equalize incomes 
across regions. But migration is no longer the equalizer it once was. 
While symbolic analysts are still highly mobile, the unskilled have be-
come less likely to migrate since the dawn of the computer revolution 
(see chapter 10). One reason might be financial. Even if skilled cities 
provide better employment opportunities, moving is an investment that 
requires liquidity up front. Thus, as Enrico Moretti has convincingly 
argued, there is a case for subsidizing relocation.49 Mobility vouchers 
could pay for themselves by shifting the unemployed into paid employ-
ment elsewhere, while serving to equalize incomes across space. Some 
will argue that mobility vouchers might serve to accelerate the exodus 
from communities in decline, leaving parts of America in an even more 
dire state, but even those who stayed put would likely benefit in terms 
of having a better chance of finding a job.
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Housing and Zoning

Another dilemma is that as skilled cities are becoming more attractive, 
rising housing prices makes them less affordable. To counteract this, the 
housing supply must be expanded where new jobs are being created. 
This will require getting rid of some zoning restrictions, such as minimum 
lot sizes, height limits, prohibitions on multifamily housing, lengthy 
permitting processes, and so on, which effectively cap the number of 
people who can live in thriving places. Because dynamic places like New 
York and the Bay Area have adopted stringent restrictions on new hous-
ing supply, they have effectively limited the number of workers who can 
participate in the growth created by tech industries. The consequence 
has been that tech companies find it more difficult to hire due to the 
rising cost of housing. But more importantly still, an unemployed un-
skilled worker in Flint who finds a job in Boston cannot afford to live 
there. As discussed above, the next wave of automation will render 
many low-skilled jobs redundant, but there are still a variety of in-
person service jobs that remain exceedingly hard to automate. Those 
jobs, it stands to reason, will emerge in skilled cities, where people can 
afford such services.

The combined effect of zoning restrictions has been slower economic 
growth, fewer jobs, lower wages, and higher inequality across the na-
tion. Economists have estimated that in the absence of such restrictions 
on housing supply, the American economy would be 9 percent larger 
today, which would mean an additional $6,775 in annual income for the 
average American worker.50 Abolishing land use restrictions would also 
have welcome side effects. The breathtaking rise in wealth inequality 
that has been documented by Thomas Piketty stems almost entirely 
from housing.51 Inflated house prices due to land-use restrictions are 
surely part of the reason, and the abolition of those restrictions must 
therefore be part of the solution.52

Removing barriers to the expansion and development of skilled cities 
would help social mobility, too. As Raj Chetty, Nathaniel Hendren, and 
Lawrence Katz have shown, a person who moves from Oakland to San 
Francisco at the age of nine will, as an adult, gain more than half of the 
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income differential between the two locations.53 Because zoning restric-
tions are not distributed randomly but are much more prevalent in high-
income cities and neighborhoods, they put people born into less affluent 
communities at a further disadvantage. Zoning, in other words, has 
priced lower-income families out of the places with more social capital 
and better schools.

Another benefit would be more innovation. Children growing up in 
places with more inventors, who are thus more exposed to innovation 
in their early years, are much more likely to become inventors them-
selves. This, we know, also has an impact on the types of inventions that 
they are likely to produce. Those growing up in Silicon Valley are more 
likely to drive innovation in computing, while those who spend their 
early years in places specializing in medical devices, like Minneapolis, 
for example, are more likely to invent related technologies.54

Connectivity

Transportation infrastructure that linked high-paying labor markets to 
areas where housing is cheap would also allow more people to tap into 
strong local economies. Subways or high-speed rail that connected de-
clining places (where jobs have dried up and housing is cheap) with 
expanding ones (where jobs are abundant and housing is expensive) 
would serve to level incomes across space. And such connections would 
boost local service economies in decline, as people spend large parts of 
their incomes locally. In this light, economists have pointed to the po-
tential benefits of current efforts to connect California’s low-income 
cities—like Sacramento, Stockton, Modesto, and Fresno—with the 
Bay Area through high-speed rail.55 Many Californians could remain 
in Fresno, where housing is cheap, and commute to San Francisco 
for work.

In the future, new transportation technologies could also be used to 
connect places that are much farther apart. Hyperloop technology, 
which uses a sealed system of tubes to allow people to travel free of air 
resistance or friction, offers the potential of reaching distant locations 
at staggering speeds. Hyperloop Transportation Technologies, for 
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example, recently signed agreements with the Illinois Department of 
Transportation to examine the feasibility of connecting Cleveland and 
Chicago through a number of different corridors.56 The commute cur-
rently takes around 5.5 hours by car or 7.1 hours by public transportation 
in one direction. The Hyperloop, if successful, is expected to bring this 
commute down to twenty-eight minutes. All of a sudden, it could be-
come feasible to commute long distances to work.

Industrial Renewal

A regrettably less promising approach has been the effort to revitalize 
cities in decline through place-based policies, which target local indus-
try rather than individuals. It is true that some of these policies have 
been successful in attracting new jobs, but the costs of doing so 
have been significant. For example, distressed urban and rural areas that 
were designated empowerment zones in the 1990s increased local em-
ployment through grants, tax credits for business, and other benefits, 
but each new job is estimated to have cost over $100,000.57 And while 
large-scale projects to revive communities have generated sustained 
growth locally, these projects seems to have attracted resources at the 
expense of other places. The greatest push of this kind in American his-
tory was the Tennessee Valley Authority (TVA) Act of 1933, which be-
came law in the midst of the Great Depression. The TVA set out to 
rapidly modernize the Tennessee Valley’s economy, harnessing promising 
new technologies like electricity to attract the manufacturing industry. 
The push included large-scale public infrastructure projects including 
dams, an extensive road network, and a 650-mile navigation canal. For 
the valley, the push was surely a good thing: the positive employment 
contributions were seen as late as the turn of the new millennium, when 
the area was still growing more rapidly than comparable areas—though 
the effects have begun to fade. Yet manufacturing jobs created in the 
valley were offset by losses elsewhere. This is a troubling finding, 
because federal and local governments are estimated to spend some 
$95 billion per year on place-based policy programs, which is much 
more than is spent on unemployment insurance.58
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Big pushes that focus on investment in physical capital are also likely 
to yield much lower benefits locally today, as manufacturing has be-
come more automated. A more promising way forward for places that 
are falling behind is to divert resources to investment in human capital. 
Economists have shown that the presence of a college or university in-
creases the supply of skilled workers not only by educating them, but 
also by attracting more college-educated people from elsewhere.59 For 
example, the Land-Grant College Act of 1862 (also known as the Morrill 
Act) established several land-grant universities and is estimated to have 
increased labor productivity by 57  percent over a period of eighty 
years.60 And needless to say, people take their human capital with them 
if they move. Physical capital stays put.

Final Thoughts

In the mid-nineteenth century, Karl Marx and Friedrich Engels pre-
dicted that continued mechanization would mean the continued im-
poverishment of the working class, just around the time when Britain 
finally escaped from Engels’s pause. They were right about the past: 
many Englishmen had been left worse off by the Industrial Revolution. 
However, they were wrong in thinking that continued progress would 
lead in the same direction. Like so many others, they were fooled by the 
mysterious force of technology.

There have been long periods when things did not work out well for 
labor. But even those episodes came to an end. The thesis of this book 
is not that current economic trends must continue indefinitely. On the 
contrary, there are good reasons to be optimistic about an AI-induced 
productivity revival, which, besides making us richer on average, would 
help offset some of the negative effects replacing technologies have on 
parts of the labor force. But if history is any guide, that could take many 
years or even decades. And while it is possible that we are at the cusp of 
a wave of enabling technologies that could reinstate labor in new jobs 
more broadly, that is unlikely to provide much relief to people in the 
middle class unless they have the right skills. Even if we assume that AI 
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will spawn gigantic new industries, as the automobile did a century ago, 
Henry Ford’s invention of the assembly line broke complex operations 
down into simple tasks that could be performed by a person with a fifth-
grade education. For more than thirty years now, technological change 
has created few new jobs that do not require a college degree. In a world 
that is becoming increasingly technologically sophisticated, new jobs are 
unlikely to open up for those who would have flocked into the factories 
before the dawn of automation.

The economic order that gave rise to a broad middle class has with-
ered, along with the middle-class politics that rested on it. Until the 
Great Recession the pressures from automation on middle-income 
households were masked by subsidized credit, which counterbalanced 
falling wages among non-college-educated workers and left consump-
tion broadly unaffected. The housing boom also meant that abundant 
construction jobs helped offset some of the job losses in manufacturing—
until the burst of the housing bubble.61 In other words, the recession 
unmasked the steady decline in the wages of the middle class, which 
helps explain the relatively recent rise of populism.

Looking forward, the divide between the winners and losers from 
automation can be expected to grow further. The next wave is not coming 
just for manufacturing jobs, but also for many unskilled jobs in trans-
portation, retail, logistics, and construction. Thus, while there are good 
reasons to be optimistic about the long run, such optimism is only pos
sible if we successfully manage the short-term dynamics. People who 
lose out to automation will quite rationally oppose it, and if they do, the 
short-term effects cannot be seen in isolation from the long run. In light 
of the long history of resistance to technology that threatens people’s 
skills and the recent backlash against globalization, automation cannot 
be seen as an inexorable fact of life. It is true that unlike the Luddites of 
the nineteenth century, people now have seen how in the twentieth 
century technology made everyone richer. As mechanization progressed 
during the first three-quarters of the twentieth century, wages rose at all 
levels. But if technology fails to lift all boats in the coming years, broad 
acceptance of technological change cannot be taken for granted. People 
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have higher expectations than at the time of Engels’s pause. They have 
the right to vote. And they are already demanding change.

No single government policy can address the full spectrum of soci-
etal challenges brought by automation. Regrettably, proposing appar-
ently easy solutions to a complex set of problems may win elections in 
the short term, but reality catches up sooner or later. Moderate conser-
vatives and liberals face a tricky balancing act, because exaggerating the 
effects of automation might prompt fears of mass unemployment and 
lead to the wrong policy responses, the growth of populist parties, and 
possibly a backlash against technology itself. At the same time, however, 
if governments gloss over the social costs of automation, their credibil-
ity will diminish. For a long time, governments chose to overlook the 
costs of globalization and focus on the benefits. Those benefits were 
indeed significant, but the failure to deal with the individual and societal 
costs ended up costing mainstream politics its credibility. Governments 
must avoid making the same mistake with automation. And the stakes 
could not be higher.

Some readers might still think that we are entering a new era in which 
machines take all of the jobs, and of course, there is no way of knowing 
if that is true. But for now, there is little to suggest that this time is dif
ferent: our current trajectories look exceedingly similar to those in the 
classic years of industrialization, and we all know what happened after 
that. Even assuming that this time is different, however, still means that 
the challenges ahead lie in the area of political economy, not in technol-
ogy. In a world where technology creates few jobs and enormous wealth, 
the challenge is a distributional one. The bottom line is that regardless 
of what the future of technology holds, it is up to us to shape its eco-
nomic and societal impact.
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Figure 5

Constructed following R. C. Allen, 2009b, “Engels’ Pause: Technical 
Change, Capital Accumulation, and Inequality in the British Indus-
trial Revolution,” Explorations in Economic History 46 (4): 418–35, 
appendix I, using the sources below:

•	Gross domestic product (GDP) factor cost estimate from 
C. H. Feinstein, 1998, “Pessimism Perpetuated: Real Wages 
and the Standard of Living in Britain during and after the Indus-
trial Revolution,” Journal of Economic History 58 (3): 625–58; 
B. Mitchell, 1988, British Historical Statistics (Cambridge: Cam-
bridge University Press), 837, for 1830–1900.

•	Real output per capita from N. F. Crafts, 1987, “British Economic 
Growth, 1700–1850: Some Difficulties of Interpretation,” Explora-
tions in Economic History 20 (4): 245–68.

•	Average full-employment weekly earnings for the United King-
dom for 1770–1882 from Feinstein 1998, appendix table 1, 652–53; 
average full-employment weekly earnings for the United King-
dom for 1883–1900 from Feinstein, 1990, “New Estimates of 
Average Earnings in the United Kingdom,” Economic History 
Review 43 (4): 592–633.

•	Cost of living index for 1770–1869 from R. C. Allen, 2007, “Pes-
simism Preserved: Real Wages in the British Industrial 
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Revolution” (Working Paper 314, Department of Economics, 
Oxford University), appendix 1.

•	 Great Britain/United Kingdom cost of living index for 1870–1900 
from C. H. Feinstein, 1991, “A New Look at the Cost of Living,” in 
New Perspectives on the Late Victorian Economy, edited by J. Foreman-
Peck (Cambridge: Cambridge University Press), 151–79.

•	I have converted the wage index for 1882 onward from Feinstein 
1990, based on 1880–81, the benchmark year in C. H. Feinstein, 
1998, “Pessimism Perpetuated: Real Wages and the Standard of 
Living in Britain during and after the Industrial Revolution,” 
Journal of Economic History 58 (3): 625–58. The nominal wage for 
1770–1881 is derived from Feinstein 1998 and for 1882–1900, it is 
derived from Feinstein 1990.

•	Following Allen 2009b, I used the growth rate of real output per 
capita from N. F. Crafts 1987, table 1, to extrapolate backward to 
1770.

•	All GDP, wage, and population data have been collected from  
R. Thomas and N. Dimsdale, 2016, “Three Centuries of Data–
Version 3.0” (London: Bank of England), https://www​
.bankofengland​.co​.uk​/statistics​/research​-datasets.

Figure 9

Constructed following R. J. Gordon, 2016, The Rise and Fall of Ameri-
can Growth: The U.S. Standard of Living since the Civil War (Princeton, 
NJ: Princeton University Press), figure 8-7, using the sources below:

•	1929–2016 U.S. real GDP data, 1870–2016 production workers’ 
hourly compensation (nominal dollars), and the 1870–1928 GDP 
deflator are collected from L. Johnston and S. H. Williamson, 
2018, “What Was the U.S. GDP Then?,” http://www​.measuring​
worth​.org​/usgdp//.

•	1870–1929 nominal gross national product (GNP) is collected 
from N. S. Balke and R. J. Gordon, 1989, “The Estimation of 

https://www.bankofengland.co.uk/statistics/research-datasets
https://www.bankofengland.co.uk/statistics/research-datasets
http://www.measuringworth.org/usgdp//
http://www.measuringworth.org/usgdp//
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Prewar Gross National Product: Methodology and New Evi-
dence,” Journal of Political Economy 97 (1): 38–92, table 10.

•	Total civilian man-hours for 1870–1947 are from J. W. Kendrick, 
1961, Productivity Trends in the United States (Princeton, NJ: 
Princeton University Press), table A-X.

•	Total civilian man-hours for 1948–66 are from J. W. Kendrick, 
1973, Postwar Productivity Trends in the United States, 1948–1969 
(Cambridge, MA: National Bureau of Economic Research 
[NBER] Books), table A-10.

•	Total private average weekly hours of production and nonsuper-
visory employees’ data for the years 1967–75 are from Bureau of 
Labor Statistics, 2015. “Employment, Hours, and Earnings from 
the Current Employment Statistics Survey” (Washington, DC: 
U.S. Department of Labor).

•	 Average weekly hours at work in all industries and in nonagricultural 
industries for the years 1976–2016 are from Bureau of Labor 
Statistics, 2015, “Labor Force Statistics from the Current 
Population Survey” (Washington, DC: U.S. Department of 
Labor).

Figure 14

Constructed following B. Milanovic, 2016b, Global Inequality: A New 
Approach for the Age of Globalization (Cambridge, MA: Harvard 
University Press), figure 2-1, using the sources below:

•	U.S. Gini for 1774 and 1860 from P. H. Lindert and J. G. William-
son, 2012, “American Incomes 1774–1860” (Working Paper 18396, 
National Bureau of Economic Research, Cambridge, MA), 
tables 6 and 7; for 1935, 1941, and 1944 from S. Goldsmith, G. 
Jaszi, H. Kaitz, and M. Liebenberg, 1954, “Size Distribution of 
Income Since the Mid-Thirties,” Review of Economics and Statistics 
36 (1): 1–32; for 1947–49 from E. Smolensky and R. Plotnick, 
1993, “Inequality and Poverty in the United States: 1900 to 1990” 
(Paper 998–93, University of Wisconsin Institute for Research on 
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Poverty, Madison); and for 1950–2015 from B. Milanovic 2016a, 
“All the Ginis (ALG) Dataset,” https://datacatalog.worldbank.
org/dataset/all-ginis-dataset, Version October 2016.”

•	United Kingdom/England Gini for 1688, 1759, and 1801–3 from 
B. Milanovic, P. H. Lindert, and J. G. Williamson, 2010, “Pre
Industrial Inequality,” Economic Journal 121 (551): 255–72, table 2; 
for 1867, 1880, and 1913 from P. H. Lindert and J. G. Williamson, 
1983, “Reinterpreting Britain’s Social Tables, 1688–1913,” Explora-
tions in Economic History 20 (1): 94–109, table 2; for 1938–59 from 
P. H. Lindert, 2000a, “Three Centuries of Inequality in Britain 
and America,” in Handbook of Income Distribution, ed. A.B. 
Atkinson and F. Bourguignon, table 1; and for 1961–2014 from 
Milanovic 2016a.

https://datacatalog.worldbank.org/dataset/all-ginis-dataset
https://datacatalog.worldbank.org/dataset/all-ginis-dataset
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